LAGRANGIAN MEAN CURVATURE FLOW OF WHITNEY SPHERES

ANDREAS SAVAS-HALILAJ AND KNUT SMOCZYK

Abstract. It is shown that an equivariant Lagrangian sphere with a positivity condition on its Ricci curvature develops a type-II singularity under the Lagrangian mean curvature flow that rescales to the product of a grim reaper with a flat Lagrangian subspace. In particular this result applies to the Whitney spheres.

1. Introduction

Let $\mathbb{C}^m = \mathbb{R}^m \times \mathbb{R}^m$ be the $m$-dimensional complex euclidean space and denote by $\omega$ the standard Kähler 2-form on $\mathbb{C}^m$. An immersion $F : L^m \rightarrow \mathbb{C}^m$ of an $m$-dimensional manifold $L^m$ is called Lagrangian, if $F^* \omega = 0$. It is well known that there do not exist embedded Lagrangian spheres in $\mathbb{C}^m$ for $m > 1$. However, there are plenty of immersed Lagrangian spheres in $\mathbb{C}^m$. A remarkable family of such Lagrangian immersions of $S^m$ in $\mathbb{C}^m$ is given by the Whitney spheres (Figure 1) $W_{R,C} : S^m \subset \mathbb{R} \times \mathbb{R}^m \rightarrow \mathbb{C}^m$ defined by the maps

$$W_{R,C}(x_0, x_1, \ldots, x_m) = \frac{R}{1 + x_0^2}(x_1, \ldots, x_m; x_0 x_1, \ldots, x_0 x_m) + C,$$

Figure 1. A projection of the Whitney 2-sphere.
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where here $R$ is a positive constant and $C$ is a point in $\mathbb{C}^m$. We will refer to the quantities $R$ and $C$ as the radius and the center of the Whitney sphere. Hence, up to dilations and translations, all Whitney spheres can be identified with $\mathcal{W} = \mathcal{W}_1,0$. These spheres admit a single double point at the origin of $\mathbb{C}^m$. From the definition of $\mathcal{W}$ one immediately observes that the Whitney sphere is invariant under the full group of isometries in $\mathfrak{O}(m)$, where the action of $A \in \mathfrak{O}(m)$ on $\mathbb{C}^m$ is defined by $A(x,y) := (Ax,Ay)$ for all $x,y \in \mathbb{R}^m$. Whitney spheres are in a sense the most symmetric Lagrangian spheres that can be immersed into $\mathbb{C}^m$.

There do not exist any compact Lagrangian submanifolds in euclidean space with strictly positive Ricci curvature. This observation follows from the fact that the first Betti number of a compact Riemannian manifold with positive Ricci curvature is zero, from the Gauß equation for the curvature tensor and from the fact that the first Maslov class $m_1$ of the Lagrangian submanifold satisfies $m_1 = [\Theta_H/\pi]$, where $\Theta_H$ denotes its mean curvature one-form. The Whitney spheres have strictly positive Ricci curvature except at the intersection point, where it vanishes. More precisely, the Ricci curvature of a Whitney sphere can be diagonalized in the form

$$\text{Ric} = \text{diag} \left(2(m-1)r^2, mr^2, \ldots, mr^2\right),$$  \hspace{1cm} (1.1)

where $r$ is the distance of the point to the origin. Lagrangian submanifolds that are invariant under the full action of $\mathfrak{O}(m)$ are often called equivariant and they have been studied by many authors; see for example [2,5,8,9,20].

An equivariant Lagrangian submanifold can be described in terms of its corresponding profile curve that is defined as the intersection of the Lagrangian submanifold with the plane

$$\{ (\alpha_1,0,\ldots,0;\alpha_2,0,\ldots,0) \in \mathbb{C}^m : \alpha_1, \alpha_2 \in \mathbb{R} \}.$$

This profile curve is point symmetric with respect to the origin. For the Whitney sphere one obtains the figure eight curve $z : \mathbb{S}^1 \to \mathbb{C}$ (see Figure 2) given by

$$z(s) := \frac{1}{1 + \cos^2(s)} \left( -\sin(s), \sin(s) \cos(s) \right).$$

The behavior of the Whitney sphere under the mean curvature flow differs significantly from that of a round sphere in euclidean space. In the matter of fact, the submanifolds that evolve from the Whitney sphere cannot be Whitney spheres anymore; they do not simply scale by a time dependent dilation, like round spheres in the euclidean space.
This can be easily seen, because such a behavior would imply that the Whitney spheres are self-shrinking Lagrangian submanifolds with a trivial Maslov class. But as has been shown by Smoczyk [17, Theorem 2.3.5] such self-shrinkers do not exist. More generally, it was later shown by Neves [14] that Lagrangian submanifolds with trivial first Maslov class, so especially Lagrangian spheres of dimension $m > 1$, will never develop singularities of type-I. It seems that type-II singularities are generic singularities in the Lagrangian mean curvature flow, even in the non-zero Maslov class case. For some recent results we refer to [7, 16]. We would like to mention that not very much is known about the classification of type-II singularities of the mean curvature flow, particularly in higher codimensions. Possible candidates are translating solitons, special Lagrangians, products of these types and various other types of eternal solutions. There exist a number of classification results for translating solitons; see for example [11–13, 21].

It is therefore in particular clear that a Whitney sphere must develop a type-II singularity. The main objective of this paper is to classify its singularity in more detail. We will prove the following result.

**Theorem A.** Let $F_0 : \mathbb{S}^m \to \mathbb{C}^m$, $m > 1$, be a smooth equivariant Lagrangian immersion such that the Ricci curvature satisfies

$$\text{Ric} \geq cr^2 \cdot g,$$

where $c > 0$ is a constant, $r$ denotes the distance to the origin and $g$ is the induced metric. Then the Lagrangian mean curvature flow

$$F : \mathbb{S}^m \times [0, T) \to \mathbb{C}^m, \quad \frac{dF}{dt} = H, \quad F(\cdot, 0) = F_0(\cdot)$$

exists for a maximal finite time $T > 0$. The Lagrangian submanifolds stay equivariant and satisfy an inequality $\text{Ric} \geq \varepsilon r^2 \cdot g$, where $\varepsilon > 0$ is a time independent constant. The flow develops a type-II singularity and its blow-up converges to a product of a grim reaper (see Figure 3) with a flat $(m - 1)$-dimensional Lagrangian subspace in $\mathbb{C}^{m-1}$. 

**Figure 2.** The figure eight curve is the profile curve for the Whitney sphere.
Figure 3. The grim reaper \( \{(x, y) \in \mathbb{C} : \cos y = e^{-x}\} \) is a translating soliton of the mean curvature flow. It moves with speed 1 in direction of the positive \( x \)-axis.

From equation (1.1) it follows that the Whitney spheres satisfy (1.2) with \( c = m \) and therefore our theorem includes this important case. Since the mean curvature flow is isotropic, it follows that the condition of being equivariant is preserved under the flow. That there exists a finite maximal time interval on which a smooth solution exists is also well known and by the aforementioned result by Neves it is also known that the singularity must be of type-II. The difficulty here is to understand the singularity in more detail. To achieve this, we will need the condition on the Ricci curvature which in view of equation (1.1) is very natural. To our knowledge this is the first result on the Lagrangian mean curvature flow where a convexity assumption can be used to classify its singularities.

In dimension \( m = 1 \) the equivariance is meaningless, since the flow reduces to the usual curve shortening flow. In this case the behavior of the figure eight curve was studied among others by Altschuler [1] and Angenent [3]. In particular it was shown that the figure eight curve develops a type-II singularity that after blow-up converges to a grim reaper.

Very recently Viana [20] studied the equivariant curve shortening flow for a class \( \mathcal{C} \) of antipodal invariant figure eight curves with only one self-intersection which is transversal and located at the origin. In particular he proved that the tangent flow at the origin is a line of multiplicity two, if the curve \( \gamma \subset \mathcal{C} \) satisfies at least one the following two conditions: i) \( \gamma \cap S^1(R) \) has at most 4 points for every \( R > 0 \); ii) \( \gamma \) is contained in a cone of opening angle \( \pi/2 \). We would like to mention that neither the class of curves in Viana’s paper nor our class of curves contain each other. For example we allow profile curves with more self-intersections or profile curves that are not contained in a cone of opening angle \( \pi/2 \). The essential condition in our paper is the positivity of the Ricci
curvature away from the origin. Moreover the methods in both papers are substantially different from each other.

2. Equivariant Lagrangian Submanifolds

2.1. Basic facts. Consider a regular curve \( z = (u, v) : (-\delta, \delta) \to \mathbb{C}, \delta > 0 \), denote by \( S \) the standard embedding of \( S^{m-1} \) into \( \mathbb{R}^m \) and define the map \( F : M^m := (-\delta, \delta) \times S^{m-1} \to \mathbb{C}^m \) by
\[
F(s, x) := (u(s)S(x), v(s)S(x)).
\]
The curve \( z \) is called the profile curve of \( F \). Observe that \( F \) gives rise to an immersion if its profile curve does not pass through the origin. Let us denote by \( r \) the distance function with respect to the origin of \( \mathbb{C}^m \). One can easily check that, if \( \{e_1, \ldots, e_{m-1}\} \) is a local orthonormal frame field of the sphere, then the vector fields
\[
E_0 = |z'|^{-1}\partial_s, \quad E_1 = r^{-1}e_1, \ldots, E_{m-1} = r^{-1}e_{m-1},
\]
form a local orthonormal frame on \( M^m \) with respect to the Riemannian metric \( g \) induced by \( F \). Moreover, the vector fields
\[
\nu = -J \cdot DF(E_0), \quad \nu_1 = J \cdot DF(E_1), \ldots, \quad \nu_{m-1} = J \cdot DF(E_{m-1}),
\]
where \( J \) is the complex structure of \( \mathbb{C}^m \), form a local orthonormal frame field of the normal bundle of \( F \). Hence \( F \) is a Lagrangian submanifold.

The shape operators with respect to the above mentioned orthonormal frames have the form
\[
A^\nu = \begin{pmatrix}
 k & 0 & \cdots & 0 \\
 0 & p & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
 0 & 0 & \cdots & p
\end{pmatrix} \quad \text{and} \quad A^\nu_i = \begin{pmatrix}
 0 & p & \cdots & p \\
p & 0 & \cdots & 0 \\
 \vdots & \vdots & \ddots & \vdots \\
p & 0 & \cdots & 0
\end{pmatrix},
\]
for any \( i \in \{1, \ldots, m\} \), where \( k \) denotes the curvature of the curve \( z \) and \( p = \langle z, \nu \rangle r^{-2} \).

One can readily check that the mean curvature vector \( H \) and the squared norm \( |A|^2 \) of the second fundamental form of \( F \) are given by
\[
H = - (k + (m - 1)p)\nu \quad \text{and} \quad |A|^2 = k^2 + 3(m - 1)p^2, \quad (2.1)
\]
respectively. In particular, one obtains that
\[
|A|^2 = \frac{3}{m+2} |H|^2 = \frac{m-1}{m+2} (k - 3p)^2. \quad (2.2)
\]
Moreover, from the Gauß equation follows:
Lemma 2.1. The eigenvalues of the Ricci curvature of an equivariant Lagrangian submanifold are given by

\[(m - 1)p(k - p) \quad \text{and} \quad p(k - p + (m - 2)p),\]

where the latter occurs with multiplicity \(m - 1\).

Remark 2.2. As can be easily computed, for the figure eight curve (see Figure 2) we have

\[k = 3r = 3p.\]

This fact and Lemma 2.1 imply that on the Whitney sphere the eigenvalues of the Ricci curvature are

\[2(m - 1)r^2 \quad \text{and} \quad mr^2,\]

where the latter has multiplicity \(m - 1\). Observe also (compare with (2.2)) that for the Whitney spheres

\[|A|^2 - \frac{3}{m + 2}|H|^2 = 0.\]

It is well known that for any Lagrangian submanifold one always has the pinching inequality

\[|A|^2 - \frac{3}{m + 2}|H|^2 \geq 0.\]

Ros and Urbano [15, Corollary 3] showed that equality holds on a compact Lagrangian submanifold \(L \subset \mathbb{C}^m\), if and only if \(L\) coincides with a Whitney sphere; see also [4] for another proof.

2.2. Equivariant Lagrangian spheres. Now let \(z : (-\delta, \delta) \to \mathbb{C}\) be a real analytic regular curve which is passing through the origin only once and such that \(z(0) = 0\). Then for \(m > 1\) one can easily verify that the tangent space of \(F\), defined as above, smoothly extends over the set \(\{0\} \times S^{m-1}\) and gives rise to a smooth equivariant Lagrangian submanifold if and only if the curve \(z\) is point symmetric. Note that in this case, the curvature \(k\) of \(z\) at the origin must be necessarily zero.

On the other hand, if \(F : S^m \to \mathbb{C}^m, \ m > 1\), is a real analytic equivariant Lagrangian immersion, then it is not difficult to see that its profile curve intersects itself at the origin only once. Since immersions are locally embeddings, each arc of the profile curve passing through the origin must be point-symmetric; because the profile curve is point-symmetric itself, it can only admit two such arcs. This does not hold for \(m = 1\) since the orbits in this case are not connected.

We summarize this in the following lemma.
Lemma 2.3. If \( m > 1 \) and \( F : \mathbb{S}^m \to \mathbb{C}^m \) is a real analytic equivariant Lagrangian immersion, then the profile curve \( \gamma \) can be parametrized by a point-symmetric real analytic regular curve \( z : [-\pi, \pi] \to \mathbb{C} \) such that \( z^{-1}(0) = \{-\pi, 0, \pi\} \) and \( z(-s) = -z(s) \), for all \( s \in [-\pi, \pi] \).

Remark 2.4. Let us make some comments.

(a) The butterfly curve (Figure 4) is an analytic point-symmetric curve but not each arc passing through the origin is point-symmetric. Therefore it cannot be the profile curve of an equivariant Lagrangian sphere, if \( m > 1 \).

(b) In view of the last lemma it is sufficient to analyze the behavior of the arc \( \gamma_\ell := z([0, \pi]) \). Additionally, after rotating the curve we can assume without loss of generality that \( z(s) = (x(s), y(s)) \) satisfies \( x(s) < 0 \) and \( y(s) > 0 \) for sufficiently small \( s > 0 \). Throughout the paper we will always make this assumption. The arc \( \gamma_\ell \) then starts and ends at the origin and is nonzero elsewhere. It does not have to be embedded and it might wind around the origin, e.g. the arc in Figure 5 generates a profile curve of an immersed Lagrangian sphere.

2.3. The signed distance function. Since we are interested in equivariant Lagrangian spheres, we may for the rest of the paper assume that \( z : \mathbb{S}^1 \to \mathbb{C} \) is a real analytic profile curve satisfying the conditions in Lemma 2.3, i.e. we identify \( \mathbb{S}^1 \) with the interval \( [-\pi, \pi] \) and assume that \( z : [-\pi, \pi] \to \mathbb{C} \) is a closed real analytic curve that satisfies \( z(-s) = -z(s) \), for all \( s \in [-\pi, \pi] \) and \( z^{-1}(0) = \{-\pi, 0, \pi\} \). For such curves we may introduce the signed distance function

\[ r(s) := \text{sign}(s) \cdot |z(s)|. \]
Lemma 2.5. Let $r$ be the signed distance function of a real analytic curve $z : [-\pi, \pi] \to \mathbb{C}$ as above. Then $r$ is real analytic and satisfies

$$|\nabla r|^2 = 1 - r^2 p^2 \quad \text{and} \quad \Delta r = rp(p - k).$$

Proof. At points where the curve $z$ is not passing through the origin, the analyticity of $r$ is clear. To see that the distance function $r$ is real analytic at points $s_0 \in \{-\pi, 0, \pi\}$ we represent the curve $z$ locally around $s_0$ as the graph over its tangent line at $s_0$, i.e. locally $z$ can be represented as the graph of an analytic function $y : (-\delta, \delta) \to \mathbb{R}$ with $y(0) = y'(0) = 0$. This implies $y(s) = s^2 \vartheta(s)$ with another real analytic function $\vartheta$. Then the distance function $r$ is locally given by

$$r(s) = \text{sign}(s) \sqrt{s^2 + s^4 \vartheta^2(s)} = s \sqrt{1 + s^2 \vartheta^2(s)}$$

which clearly is real analytic. Using the frames introduced in Section 2.1 we see

$$2r \nabla r = \nabla r^2 = \nabla |z|^2 = 2 \langle \nabla E_0 z, z \rangle E_0 = 2 |z'|^{-1} \langle z, z' \rangle E_0.$$ 

From the decomposition

$$\frac{z}{r} = \frac{\langle z, z' \rangle}{r |z'|} \frac{z'}{|z'|} + \frac{\langle z, \nu \rangle}{r} \nu$$

we deduce

$$|\nabla r|^2 = 1 - r^2 p^2.$$ 

Since $\Delta z = -k \nu$ we obtain

$$2|\nabla r|^2 + 2r \Delta r = \Delta r^2 = 2 \langle z, \Delta z \rangle + 2 |\nabla z|^2 = -2kr^2p + 2$$

which implies the second equation. \(\Box\)
Note that the analyticity of $r$ and $|\nabla r|^2 = 1 - r^2p^2$ already imply that $r^2p^2$ must be analytic. From [9, Lemma 3.3] we also know that $\lim_{r \to 0} p = 0$ since the curvature $k$ at the intersection point must vanish. We will now improve these results further, in fact we will show that $p$ itself is a real analytic function defined on the whole curve.

**Lemma 2.6.** Let $\gamma$ be a point-symmetric real analytic arc that passes through the origin only once.

(a) There exist a constant $r_0 > 0$ and a local point symmetric real analytic parametrization $z$ of $\gamma$ in the interval $(-r_0, r_0)$ such that for all $r \in (-r_0, r_0)$

$$|z(r)| = |r| \quad \text{and} \quad z(r) = \sum_{n=0}^{\infty} z^{(2n+1)}(0) \frac{r^{2n+1}}{(2n+1)!}.$$  

In particular $r$ is the signed distance function of $z$ and $|z'(0)| = 1$.

(b) The functions $pr^{-1}$ and $(k - 3p)r^{-3}$ are real analytic on $\gamma$. In particular

$$\lim_{r \to 0} p = 0, \quad \lim_{r \to 0} \frac{k - 3p}{r^2} = 0. \quad (2.3)$$

(c) If $\gamma$ is not flat, then the function $k/p$ is well defined and real analytic in a neighborhood of $r = 0$ and

$$\lim_{r \to 0} \frac{k}{p} = 2\ell + 3,$$

where $2\ell + 1$ is the order of the zero of $p$ at $r = 0$.

**Proof.** (a) Observe that $|\nabla r|^2 = 1 - r^2p^2$ and $\lim_{r \to 0} p = 0$ imply that at the origin the gradient of the distance function $r$ is non-zero. Hence from the inverse function theorem, the real analyticity of $\gamma$ and the point-symmetry of the arc we conclude that $\gamma$ can locally be parameterized by a Taylor expansion

$$z(r) = \sum_{n=0}^{\infty} z^{(2n+1)}(0) \frac{r^{2n+1}}{(2n+1)!}$$

such that $|z(r)| = |r|$. From

$$\left| \frac{z(r)}{r} \right| = 1 \quad \text{and} \quad \lim_{r \to 0} \frac{z(r)}{r} = z'(0)$$

we get $|z'(0)| = 1$. 

(b) Applying part (a), the curve $z$ can be represented locally around the origin as a Taylor series in terms of the signed distance. Since $z$ is an odd function in $r$, its derivative $z'$ must be even. The same holds for the unit normal $\nu$. Hence there exists a Taylor series for $\nu$ which has the form

$$
\nu(r) = \sum_{n=0}^{\infty} a_{2n} r^{2n},
$$

where $a_{2n}$ are complex numbers. Since

$$
z'(0) = \lim_{r \to 0} \frac{z}{r}
$$

is the unit tangent vector to $z$ at the origin, we must have

$$
\langle z'(0), a_0 \rangle = \langle z'(0), \nu(0) \rangle = 0.
$$

Therefore

$$
\langle z(r), \nu(r) \rangle = \sum_{n=0}^{\infty} b_{2n+1} r^{2n+1},
$$

where

$$
b_1 = \langle z'(0), a_0 \rangle = 0.
$$

So $\langle z, \nu \rangle$ has a zero at $r = 0$ of order at least 3. This proves that $pr^{-1} = \langle z, \nu \rangle r^{-3}$ is real analytic on $\gamma$.

For the second claim we first observe that

$$
r \nabla p = (k - 2p) \nabla r.
$$

Representing everything in terms of functions in $r$, we deduce

$$
k - 3p = rp' - p = r^2 \left( \frac{p}{r} \right)'.
$$

But since $pr^{-1}$ is even, its derivative must have a zero at $r = 0$ and hence the function $k - 3p$ must have a zero at $r = 0$ of order at least 3. This proves the second claim.

(c) Since $p$ is real analytic we can represent $p$ locally around $r = 0$ as a Taylor series in $r$. Let $2\ell + 1$, $\ell \in \mathbb{N}_0$, be the order of the zero of $p$ at $r = 0$. Then locally

$$
p(r) = \sum_{n=\ell}^{\infty} c_{2n+1} r^{2n+1}
$$

with coefficients $c_{2n+1}$. Because $k = rp' + 2p$, we see that the zero of $k$ at $r = 0$ has the same order $2\ell + 1$. If $\gamma$ is not flat, then $p(r) \neq 0$ for sufficiently small $r \neq 0$. Therefore the quotient $k/p$ is
well defined and analytic for such $r$ and the isolated singularity at $r = 0$ is removable. From $k = rp' + 2p$ we then immediately obtain

$$\lim_{r \to 0} \frac{k}{p} = \lim_{r \to 0} \frac{rp'}{p} + 2 = 2 \ell + 3.$$ 

This completes the proof.

The next lemma will be important in our proofs.

**Lemma 2.7.** For an equivariant Lagrangian sphere in $\mathbb{C}^m$, $m > 1$, the following conditions are equivalent.

(a) The Ricci curvature satisfies $\text{Ric} \geq \varepsilon r^2 \cdot g$ for some positive constant $\varepsilon > 0$.

(b) There exist constants $\varepsilon_1 > 0$ and $\varepsilon_2 > 0$ such that the estimates $p \geq \varepsilon_1 r$ and $k - p \geq \varepsilon_2 r$ hold on the profile curve.

**Proof.** Recall from Lemma 2.1 that the eigenvalues of the Ricci tensor are given by

$$(m - 1)p(k - p) \quad \text{and} \quad p(k - p) + (m - 2)p^2,$$

where the second eigenvalue has multiplicity $m - 1$. Therefore condition (b) clearly implies (a). To show the converse, observe at first that $\text{Ric} \geq \varepsilon r^2 \cdot g$ implies

$$\frac{p}{r} \cdot \frac{k - p}{r} \geq \frac{\varepsilon}{m - 1}.$$ 

Hence the functions $r^{-1}p$ and $(k - p)r^{-1}$ are nonzero and have the same sign. Taking into account Lemma 2.6(b), we deduce

$$\frac{\varepsilon}{m - 1} \leq \lim_{r \to 0} \left( \frac{p}{r} \cdot \frac{k - p}{r} \right) = \lim_{r \to 0} \left( \frac{p}{r} \cdot \frac{k - 3p}{r} \right) + 2 \lim_{r \to 0} \frac{p^2}{r^2} = 2 \lim_{r \to 0} \frac{p^2}{r^2}.$$ 

Therefore the function $r^{-1}p$ is bounded and non-zero everywhere. Since the profile curve is closed, there exists always a point where $r^{-1}p$ is positive. Hence there exist positive constants $\varepsilon_1, \varepsilon_2$ with $r^{-1}p \geq \varepsilon_1$ and $(k - p)r^{-1} \geq \varepsilon_2$. This completes the proof. \qed
As was shown in [9], the mean curvature flow of equivariant Lagrangian submanifolds is fully determined by the evolution of their profile curves $z_t : S^1 \rightarrow \mathbb{C}$, $t \in [0, T)$, under the *equivariant curve shortening flow* (ECSF) given by

$$\frac{dz}{dt} = -(k + (m - 1)p)\nu,$$

(ECSF)

where $k(s, t)$ is the curvature, $\nu(s, t)$ the *outward* directed unit normal of the curve $z_t$ at the point $z_t(s) := z(s, t)$ and $T > 0$ is the maximal time of existence of the solution.

Let us define the function

$$h := k + (m - 1)p.$$

The statements of the next Lemma were already shown in [18, Lemma 2.2, Lemma 2.3] and [9, Lemma 3.12, Lemma 3.23] for curves not passing through the origin. In the sequel the computations of various evolution equations are considered at points where $r \neq 0$, even though some of the quantities might extend smoothly to the origin.

**Lemma 3.1.** Under the equivariant curve shortening flow (ECSF) the following evolution equations for $z$, the normal $\nu$, the curvature $k$, the induced length element $d\mu$, the distance function $r$ and the driving term $h$ hold.

$$\frac{d}{dt} d\mu = -hk d\mu, \quad \frac{dv}{dt} = \nabla h, \quad \frac{dk}{dt} = \Delta h + hk^2,$$

$$\frac{dz}{dt} = \Delta z - (m - 1)p\nu, \quad \frac{dr}{dt} = \Delta r - mr^2.$$

Moreover,

$$\frac{d}{dt} (rp) = \Delta (rp) + (m - 1)\langle \nabla (rp), \nabla \log r \rangle + rp\{(k - p)^2 - 2m|\nabla \log r|^2\}.$$

and

$$\frac{dh}{dt} = \Delta h + (m - 1)\langle \nabla h, \nabla \log r \rangle + h \left\{ - (m - 1)|\nabla \log r|^2 + \frac{1}{m}h^2 + \frac{m - 1}{m}(k - p)^2 \right\}.$$

\(^1\)Here *outward* means that $\{\nu, z'\}$ forms a positively oriented basis of $\mathbb{C}$.
Additionally, for any real number $\alpha$ we set

$$p_\alpha := r^{-1-\alpha}p, \quad h_\alpha := r^{-1-\alpha}h, \quad q_\alpha := h_\alpha - mp_\alpha = (k-p)r^{-1-\alpha}.$$ 

**Lemma 3.2.** The functions $p_\alpha$, $h_\alpha$ and $q_\alpha$ satisfy the following evolution equations.

$$\frac{dp_\alpha}{dt} = \Delta p_{\alpha} + (2\alpha + m + 1)\langle \nabla p_\alpha, \nabla \log r \rangle + 2(q_\alpha - 2p_\alpha)|\nabla \log r|^2$$

$$+ p_\alpha\left\{\alpha(\alpha + m)|\nabla \log r|^2 + m(\alpha + 2)p^2 + (k-p)^2\right\},$$

$$\frac{dh_\alpha}{dt} = \Delta h_\alpha + (2\alpha + m + 1)\langle \nabla h_\alpha, \nabla \log r \rangle + 2phq_\alpha$$

$$+ h_\alpha\left\{\alpha(\alpha + m)|\nabla \log r|^2 + m(\alpha + 2)p^2 + (k-p)^2\right\},$$

$$\frac{dq_\alpha}{dt} = \Delta q_\alpha + (2\alpha + m + 1)\langle \nabla q_\alpha, \nabla \log r \rangle$$

$$+ \left\{(\alpha(\alpha + m) - 2m)q_\alpha + 4mp_\alpha\right\}|\nabla \log r|^2$$

$$+ q_\alpha\left\{m(\alpha + 2)p^2 + (k-p)^2 + 2ph\right\}.$$

**Proof.** Recall from [9, Lemma 3.26] that for any real number $\lambda$ we have

$$\frac{d}{dt}(r^{-\lambda+1}) = \Delta(r^{-\lambda+1}) + (m-1)r^{-2}\langle \nabla(r^{-\lambda+1}), z \rangle$$

$$+ 2\lambda r^{-\lambda-1}(k-p)(1-r^2p^2)$$

$$+ r^{-\lambda+1}\left\{-\frac{\lambda^2 + 2\lambda + 2m}{r^2}(1-r^2p^2) + \frac{m\lambda}{r^2} + (k-p)^2\right\}.$$ 

For $\lambda = \alpha + 2$ we obtain

$$\frac{dp_\alpha}{dt} = \Delta p_\alpha + (m-1)\langle \nabla p_\alpha, \nabla \log r \rangle + 2(\alpha + 2)q_\alpha |\nabla \log r|^2$$

$$+ p_\alpha\left\{-\left((\alpha + 2)(\alpha + 4) + 2m\right)|\nabla \log r|^2 + \frac{m(\alpha + 2)}{r^2} + (k-p)^2\right\}. \quad (3.1)$$

From the identity

$$\nabla p_\alpha = (q_\alpha - (\alpha + 2)p_\alpha)\nabla \log r \quad (3.2)$$

we deduce that

$$2(\alpha + 2)q_\alpha |\nabla \log r|^2 = 2(\alpha + 2)\langle \nabla p_\alpha, \nabla \log r \rangle + 2(\alpha + 2)^2p_\alpha |\nabla \log r|^2.$$ 

Moreover we have

$$\frac{m(\alpha + 2)}{r^2} = m(\alpha + 2)(|\nabla \log r|^2 + p^2).$$
Substituting the last two equations into (3.1) and taking into account
\[ 2\langle \nabla p_\alpha, \nabla \log r \rangle = 2(q_\alpha - 2p_\alpha)|\nabla \log r|^2 - 2\alpha p_\alpha |\nabla \log r|^2, \]
we obtain the evolution equation for \( p_\alpha \).

Let us now compute the evolution equation of \( h_\alpha \). From the evolution equations of \( r \) and \( h \) we get
\[ \frac{dh_\alpha}{dt} = -(\alpha + 1) \frac{h}{r^{2+\alpha}} \left( \Delta r - m r p^2 \right) \]
\[ + \frac{1}{r^{1+\alpha}} \left\{ \Delta h + (m - 1) \langle \nabla h, \nabla \log r \rangle \right. \]
\[ + h \left( -(m - 1) |\nabla \log r|^2 + \frac{1}{m} h^2 + \frac{m-1}{m} (k-p)^2 \right) \left. \right\} \]
\[ = -(\alpha + 1) \frac{h}{r^{2+\alpha}} \Delta r + \frac{1}{r^{1+\alpha}} \Delta h + \frac{m-1}{r^{1+\alpha}} \langle \nabla h, \nabla \log r \rangle \]
\[ + h_\alpha \left( -(m - 1) |\nabla \log r|^2 + \frac{h^2}{m} + \frac{m-1}{m} (k-p)^2 + m(\alpha + 1) p^2 \right). \] (3.3)

Moreover we have
\[ \Delta h_\alpha = -(\alpha + 1) \frac{h}{r^{2+\alpha}} \Delta r + (\alpha + 1)(\alpha + 2) h_\alpha |\nabla \log r|^2 \]
\[ + \frac{1}{r^{1+\alpha}} \left( \Delta h - 2(\alpha + 1) \langle \nabla h, \nabla \log r \rangle \right). \]

Substituting the last equation into (3.3) we get
\[ \frac{dh_\alpha}{dt} = \Delta h_\alpha + \frac{2\alpha + m + 1}{r^{1+\alpha}} \langle \nabla h, \nabla \log r \rangle \]
\[ - (\alpha^2 + 3\alpha + m + 1) h_\alpha |\nabla \log r|^2 \]
\[ + h_\alpha \left( \frac{1}{m} h^2 + \frac{m-1}{m} (k-p)^2 + m(\alpha + 1) p^2 \right). \] (3.4)

Note that
\[ \frac{1}{m} h^2 + \frac{m-1}{m} (k-p)^2 + m(\alpha + 1) p^2 \]
\[ = \frac{1}{m} \left( h^2 - (k-p)^2 \right) + (k-p)^2 + m(\alpha + 2) p^2 - mp^2 \]
\[ = 2p(k-p) + (k-p)^2 + m(\alpha + 2) p^2. \]

Then the evolution equation for \( h_\alpha \) follows from (3.4),
\[ h_\alpha \cdot 2p(k-p) = 2phq_\alpha \]
and from the identity
\[ \frac{1}{r^{1+\alpha}} \langle \nabla h, \nabla \log r \rangle = \langle \nabla h_\alpha, \nabla \log r \rangle + (\alpha + 1) h_\alpha |\nabla \log r|^2. \] (3.5)
Finally, the evolution equation for \( q_\alpha = h_\alpha - mp_\alpha \) follows directly from those of \( p_\alpha \) and \( h_\alpha \).

**Lemma 3.3.** Let the dimension \( m \) of the equivariant Lagrangian spheres be at least two.

(a) Suppose \( \inf_{t=0} r^{-1}p > 0 \). Then \( \inf_{t=t_0} p_\alpha \) is attained for any \( \alpha > 0 \) and any \( t_0 \in [0, T) \) and

\[
\min_{t=t_0} p_\alpha \geq \min_{t=0} p_\alpha.
\]

(b) Suppose \( \inf_{t=0} r^{-1}h > 0 \). Then \( \inf_{t=t_0} h_\alpha \) is attained for any \( \alpha > 0 \) and any \( t_0 \in [0, T) \) and

\[
\min_{t=t_0} h_\alpha \geq \min_{t=0} h_\alpha.
\]

(c) Suppose \( \inf_{t=0} r^{-1}p > 0 \) and \( \inf_{t=0} (k - p)r^{-1} > 0 \). Then \( \inf_{t=t_0} p_\alpha \) and \( \inf_{t=t_0} q_\alpha \) are attained for any \( \alpha > 0 \) and any \( t_0 \in [0, T) \) and

\[
\min_{t=t_0} q_\alpha \geq \min \left\{ \min_{t=0} q_\alpha, \min_{t=0} p_\alpha / 2 \right\}.
\]

**Proof.** Since \( m > 1 \), Lemma 2.3 implies that for all \( t \in [0, T) \) the profile curves are given by point-symmetric functions \( z : [-\pi, \pi] \to \mathbb{C} \) such that \( z^{-1}(0) = \{-\pi, 0, \pi\} \). In particular, locally around each of the zeros of \( z \) we can introduce a signed distance function \( r \) and consequently from the real analyticity of \( z \) we get a Taylor expansion of \( p, k, h \) in terms of \( r \) at these points.

(a) By assumption \( \inf_{t=0} r^{-1}p > 0 \). Thus the first coefficient \( c_1 \) in the Taylor expansion

\[
p(r) = \sum_{n=0}^{\infty} c_{2n+1} r^{2n+1}
\]

is positive. Since the coefficients smoothly depend on \( t \) and \( \alpha > 0 \), the function \( p_\alpha \) will tend to \( +\infty \) at points on the curve with \( r = 0 \) on some maximal time interval \( [0, \tau) \) where \( 0 < \tau \leq T \). Therefore, for any \( t_0 \in [0, \tau) \) the infimum \( \inf_{t=t_0} p_\alpha \) will be attained at some point \( s_0 \) with \( r(s_0) > 0 \). At such a point we get

\[
\nabla p_\alpha(s_0) = 0 \quad \text{and} \quad \Delta p_\alpha(s_0) \geq 0.
\]

Since (3.2) gives at \( s_0 \)

\[
0 = \langle \nabla p_\alpha, \nabla \log r \rangle = (q_\alpha - (2 + \alpha)p_\alpha) |\nabla \log r|^2,
\]
we conclude from Lemma 3.2 that at \( s_0 \)

\[
\frac{dp_\alpha}{dt} \geq p_\alpha \{ \alpha(\alpha + m + 2)|\nabla \log r|^2 + m(\alpha + 2)p^2 + (k-p)^2 \}.
\]

So \( p_\alpha \) cannot admit a positive minimum that is decreasing in time. Consequently,

\[
\inf_{[0,\tau]} p_\alpha \geq \min_{t=0} p_\alpha > 0.
\]

Since this holds for any \( \alpha > 0 \), we may let \( \alpha \) tend to zero and obtain that the first coefficient \( c_1 \) in the Taylor expansion of \( p \) is non-decreasing in time and hence strictly positive for all \( t \). In particular \( \tau \) must coincide with \( T \) and our estimate holds for all \( t_0 < T \).

(b) Similarly as above, from the assumptions \( \alpha > 0 \) and \( \inf_{t=0} r^{-1}h > 0 \), we conclude that the function \( h_\alpha \) will tend to \(+\infty\) at points on the curve with \( r = 0 \) on some maximal time interval \([0, \tau]\) where \( 0 < \tau \leq T \). In addition for any \( t_0 \in [0, \tau) \) the infimum \( \inf_{t=t_0} h_\alpha \) will be attained at some point \( s_0 \) with \( r(s_0) > 0 \). Observe that

\[
2phq_\alpha = 2p(k-p)h_\alpha
\]

and

\[
m(\alpha + 2)p^2 + (k-p)^2 + 2p(k-p) = k^2 + (m(\alpha + 2) - 1)p^2.
\]

Then from Lemma 3.1 we deduce that at a minimum \( s_0 \) of \( h_\alpha \) we have

\[
\frac{dh_\alpha}{dt} \geq h_\alpha \{ \alpha(\alpha + m)|\nabla \log r|^2 + k^2 + (m(\alpha + 2) - 1)p^2 \}.
\]

Therefore \( h_\alpha \) cannot attain a decreasing positive minimum at points where \( r > 0 \). The rest of the proof is the same as in part (a).

(c) First note that

\[
m(\alpha + 2)p^2 + (k-p)^2 + 2ph = (m(\alpha + 4) - 1)p^2 + k^2 \geq 0.
\]

Therefore, at a point of a positive minimum of \( q_\alpha \) we conclude from part (a) that

\[
(\alpha(\alpha + m) - 2m) \min_{t=t_0} q_\alpha + 4mp_\alpha \geq 2m \left( \min_{t=t_0} p_\alpha - \min_{t=t_0} q_\alpha \right).
\]

Hence, if \( \min_{t=t_0} q_\alpha \) is positive but smaller than \( \min_{t=0} p_\alpha \), then the minimum cannot be decreasing. Consequently, we obtain the desired lower bound for the minimum of \( q_\alpha \).

This completes the proof. \( \square \)
For $\alpha = 0$, Lemma 2.7 and Lemma 3.3 imply the following estimate on the Ricci curvature.

**Lemma 3.4.** Let $F_0 : S^m \to \mathbb{C}^m$, $m > 1$, be an equivariant Lagrangian immersion such that the Ricci curvature satisfies $\text{Ric} \geq c r^2 \cdot g$, where $c$ is a positive constant. Then for all $t_0 \in [0, T)$ we have

$$\inf_{t=t_0} \frac{P}{r} \geq \inf_{t=0} \frac{P}{r} > 0, \quad \inf_{t=t_0} \frac{k-p}{r} \geq \inf_{t=0} \frac{k-p}{r} > 0.$$  

In particular the Ricci curvature of the Lagrangian submanifolds evolving under the mean curvature flow satisfies $\text{Ric} \geq \varepsilon r^2 \cdot g$, with a positive constant $\varepsilon$ not depending on $t$.

### 3.1. Angles and areas.

Recall that the profile curve $z : [-\pi, \pi] \to \mathbb{C}^m$ of a Lagrangian sphere is point symmetric with respect to the origin. So it can be divided into the union of the two arcs $\gamma_\ell = z([0, \pi])$ and $-\gamma_\ell = z([-\pi, 0])$. It is clear that it is sufficient to study one of these arcs under the equivariant curve shortening flow.

Let $\alpha_0$ denote the angle between the unit normal $\nu$ of $\gamma_\ell$ at $s = 0$ and the unit vector $e_1 = \partial / \partial x$. Without loss of generality we may assume that $\alpha_0 \in (0, \pi/2)$, so that as in Remark 2.4(b) for sufficiently small $s$ we have $x(s) < 0$ and $y(s) > 0$. Then for any $s \in [0, \pi]$ we define the *Umlaufwinkel*

$$\alpha(s) := \alpha_0 + \int_0^s k(s) d\mu(s),$$

Then for all $s \in [0, \pi]$ the function $\alpha$ measures the angle between the unit normal $\nu$ and $e_1$, modulo some integer multiple of $2\pi$. Similarly we define the *polar angle* by

$$\phi(s) := \phi_0 + \int_0^s p(s) d\mu(s). \quad (3.6)$$

where

$$\phi_0 := \alpha_0 + \pi/2.$$  

Then for any $s \in [0, \pi]$ the quantity $\phi(s)$ is the angle between $e_1$ and the normalized position vector $z(s)/r(s)$, again up to some integer multiple of $2\pi$. For $s \to 0$ the normalized position vector converges to the unit tangent vector $e$ at $s = 0$.

In addition we define

$$\beta(s) := \phi(s) - \alpha(s).$$
Then up to multiples of $2\pi$ the angle $\beta$ is the angle between the unit normal $\nu(s)$ and the normalized position vector $z(s)/r(s)$, i.e. $\cos \beta = rp$ (compare with Figure 6). In particular $\beta_0 := \beta(0) = \pi/2$.

The condition $k > 0$ implies that the Umlaufwinkel $\alpha$ is a strictly increasing function in $s$. The polar angle $\phi$ is strictly increasing, if $p > 0$. In view of

$$\beta = \phi - \alpha, \quad d\alpha = kd\mu \quad \text{and} \quad d\phi = pd\mu$$

we conclude that the condition $k - p > 0$ implies that the angle $\beta$ is strictly decreasing in $s$. From this, Lemma 2.7 and Lemma 3.4 we conclude the following result.

**Lemma 3.5.** Let $F_0 : S^m \to \mathbb{C}^m$, $m > 1$, be an equivariant Lagrangian immersion such that the Ricci curvature satisfies $\text{Ric} \geq cr^2 \cdot g$, where $c$ is a positive constant. Then, under the equivariant curve shortening flow, the angles $\alpha$ and $\phi$ remain strictly increasing functions on $[0, \pi]$ for all $t \in [0, T)$, whereas the angle $\beta$ stays strictly decreasing on $[0, \pi]$.

**Definition 3.6.** Let $z : [-\pi, \pi] \to \mathbb{C}$ be a profile curve of an equivariant Lagrangian sphere $F_0 : S^m \to \mathbb{C}^m$, $m > 1$. We define the opening angle $\phi_\ell$ of the loop $\gamma_\ell := z([0, \pi])$ to be

$$\phi_\ell := \phi(\pi) - \phi(0) = \int_0^\pi p(s)d\mu(s) = \int_{\gamma_\ell} p d\mu.$$
Since the opening angle evolves in time we want to understand its behavior in more detail. To achieve this we will apply the divergence theorem several times. Note that the divergence theorem implies for any smooth function $f$ the identity
\[
\int_{\gamma_t} \text{div} \left( \nabla f - \frac{f}{r} \nabla r \right) d\mu = 0. \tag{3.7}
\]
According to Lemma 3.1 $d\mu$ is evolving by
\[
\frac{d}{dt} d\mu = -hk d\mu.
\]
Then a straightforward computation shows that for any constant $\varepsilon$ the 1-form $r^\varepsilon p d\mu$ satisfies
\[
\frac{d}{dt} (r^\varepsilon p d\mu) = \left( \text{div}(r^{\varepsilon-1} h \nabla r) - \varepsilon r^{\varepsilon-2} h \right) d\mu.
\]
For $\varepsilon = 2$ and $\varepsilon = 0$ we derive the evolution equations
\[
\frac{d}{dt} (\langle z, \nu \rangle d\mu) = \left( \text{div}(r h \nabla r) - 2h \right) d\mu,
\]
\[
\frac{d}{dt} (p d\mu) = \left( \text{div}(h \nabla \log r) \right) d\mu.
\]
From the last equation we can now proceed to compute the evolution of the opening angle $\phi_t$. We get
\[
\frac{d}{dt} \phi_t = \frac{d}{dt} \int_{\gamma_t} p d\mu = \int_{\gamma_t} \text{div}(h \nabla \log r) d\mu \tag{3.8}
\]
\[
= \int_{\gamma_t} \text{div} \left( \frac{k - 3p}{r} \nabla r \right) d\mu + (m + 2) \int_{\gamma_t} \text{div} \left( \frac{p}{r} \nabla r \right) d\mu,
\]
\[
= -(m + 2) \left( \lim_{s \to 0} \frac{p(s)}{r(s)} + \lim_{s \to \pi} \frac{p(s)}{r(s)} \right),
\]
where we have used Lemma 2.6(b),
\[
\lim_{r \to 0} |\nabla r|^2 = 1
\]
and the divergence theorem in the last step. Now let $c_0(t)$ denote the first order coefficient in the Taylor expansion of the function $p$ in terms of $r$ at the point $s = 0$, i.e.
\[
p(r, t) = c_0(t) r + \sum_{n=1}^{\infty} a_{2n+1}(t) r^{2n+1}
\]
for some smooth time dependent functions $a_{2n+1}(t)$. Likewise let $c_s(t)$ denote the first order coefficient in the Taylor expansion of $p$ in terms of $r$ at the point $s = \pi$, i.e.

$$p(r, t) = c_\pi(t)r + \sum_{n=1}^{\infty} b_{2n+1}(t)r^{2n+1}$$

for some smooth time dependent functions $b_{2n+1}(t)$.

A direct consequence of this and Lemma 2.1 is the following conclusion:

**Lemma 3.7.** The opening angle $\phi_\ell$ of the loop $\gamma_\ell$ evolves by

$$\frac{d}{dt}\phi_\ell = -(m + 2)(c_0(t) + c_\pi(t)),$$

where $c_0(t)$, respectively $c_\pi(t)$ denote the first order coefficients in the Taylor expansion of $p$ around the points $s = 0$ respectively $s = \pi$. In particular, if the initial Ricci curvature satisfies $\text{Ric} \geq cr^2 \cdot g$ for some positive constant $c$, then in dimension $m > 1$ we obtain

$$\frac{d}{dt}\phi_\ell \leq -2(m + 2) \inf_{t=0} p r < 0.$$

From the last lemma we see that the initial condition $\text{Ric} \geq cr^2 \cdot g$ on the Ricci curvature implies that the opening angle is decreasing in time. This gives another geometric interpretation of our assumption in the main theorem.

As above, suppose we have parametrized $z$ in such a way that $\nu$ is the outward unit normal along $\gamma_\ell$. Let $A_\ell$ denote the area (with sign) enclosed by the loop $\gamma_\ell$. By the divergence theorem we must have

$$A_\ell = \frac{1}{2} \int_{\gamma_\ell} \langle z, \nu \rangle d\mu.$$

Therefore

$$\frac{dA_\ell}{dt} = \frac{1}{2} \int_{\gamma_\ell} \text{div}(rh\nabla r) d\mu - \int_{\gamma_\ell} h d\mu.$$

Applying the divergence theorem once more and taking into account that the quantity $rh\nabla r$ tends to zero as $r$ tends to zero, we get

$$\frac{dA_\ell}{dt} = -\int_{\gamma_\ell} h d\mu.$$

(3.9)
On the other hand we have
\[
\int_{\gamma_{t}} h d\mu = \int_{\gamma_{t}} (k - p) d\mu + m \int_{\gamma_{t}} p d\mu = \int_{\gamma_{t}} (k - p) d\mu + m\phi_{t}. \tag{3.10}
\]
The evolution equation for $k$ and $d\mu$ in Lemma 3.1 imply
\[
\frac{d}{dt} \int_{\gamma_{t}} k d\mu = \int_{\gamma_{t}} \Delta h d\mu = \int_{\gamma_{t}} \text{div}(h\nabla \log r) d\mu = \frac{d}{dt} \int_{\gamma_{t}} p d\mu. \tag{3.7}
\]
Hence
\[
\frac{d}{dt} \int_{\gamma_{t}} (k - p) d\mu = 0
\]
and from (3.9), (3.10) we obtain
\[
\frac{d^2}{dt^2} A_{t} = -m \frac{d}{dt} \phi_{t} = -m(m + 2) \left(c_{0}(t) + c_{\pi}(t)\right).
\]
In particular the initial condition $\text{Ric} \geq cr^{2} \cdot g$ implies that in dimension $m > 1$ the enclosed area $A_{t}$ of the loop $\gamma_{t}$ is a strictly decreasing and strictly convex function in $t$.

4. Rescaling the singularity

In this section we will rescale the singularities and prove Theorem A. To this end let us first recall some general facts about singularities.

The maximal time $T$ of existence of a smooth solution to the mean curvature flow of a compact submanifold $M^m \subset \mathbb{R}^n$ must be finite. The following general proposition is well known and shows how one can analyze forming singularities of the mean curvature flow by parabolic rescalings around points where the norm of the second fundamental form attains its maximum; for details see [6], [19, Section 2.16] and the references therein.

Proposition 4.1. Let $F : M \times [0, T) \to \mathbb{R}^n$ be a solution of the mean curvature flow, where $M$ is compact, connected and $0 < T < \infty$ is the maximal time of existence of a smooth solution. There exists a point $x_{\infty} \in M$ and a sequence $\{(x_{j}, t_{j})\}_{j \in \mathbb{N}}$ of points in $M \times [0, T)$ with $\lim x_{j} = x_{\infty}$, $\lim t_{j} = T$ such that
\[
|A(x, t)| = \max_{M \times [0, t_{j}]} |A(x, t)| =: a_{j} \to \infty.
\]
Consider the family of maps $F_j : M \times [L_j, R_j) \to \mathbb{R}^n$, $j \in \mathbb{N}$, given by

$$F_j(x, \tau) := a_j \left( F(x, \tau/a_j^2 + t_j) - F(x_j, t_j) \right),$$

where $L_j := -a_j^2 t_j$ and $R_j := a_j^2 (T - t_j)$. Then the following holds:

(a) The family of maps $\{F_j\}_{j \in \mathbb{N}}$ evolve in time by the mean curvature flow. The norm $|A_j|$ of the second fundamental form of $F_j$ satisfies the equation

$$|A_j(x, \tau)| = a_j^{-1} |A(x, \tau/a_j^2 + t_j)|.$$

Moreover, for any $\tau \leq 0$ we have $|A_j(x, \tau)| \leq 1$ and $|A_j(x_j, 0)| = 1$ for any $j \in \mathbb{N}$.

(b) For any fixed $\tau \leq 0$, the sequence of pointed Riemannian manifolds

$$\{M, F^*_j(\cdot, \cdot), x_j\}_{j \in \mathbb{N}}$$

smoothly subconverges in the Cheeger-Gromov sense to a connected complete pointed Riemannian manifold $(M_\infty, g_\infty(\tau), x_\infty)$, where $M_\infty$ does not depend on the choice of $\tau$.

(c) There is an ancient solution $F_\infty : M_\infty \times (-\infty, 0] \to \mathbb{R}^n$ of the mean curvature flow, such that for each fixed time $\tau \leq 0$, the sequence $\{F_j, \tau\}_{j \in \mathbb{N}}$ smoothly subconverges in the Cheeger-Gromov sense to $F_\infty, \tau$. Additionally, $|A_{F_\infty}| \leq 1$ and $|A_{F_\infty}(x_\infty, 0)| = 1$.

(d) If the singularity is of type-II, then $R_j \to \infty$ and the limiting flow $F_\infty$ can be constructed on the whole time axis $(-\infty, \infty)$ and thus gives an eternal solution of the mean curvature flow.

The following lemma will be crucial for the classification of the blow-up curves.

**Lemma 4.2.** Let $z : [0, \infty) \to \mathbb{C}$ be a real analytic curve, parametrized by arc length $\sigma$ such that $z(0) = 0$, $k \geq p \geq 0$ and

$$\int_0^\infty p(\sigma)d\sigma < \infty.$$

Then $p \equiv 0$ and $z$ is a ray.

**Proof.** As in (3.6) let

$$\phi(\sigma) = \phi_0 + \int_0^\sigma p(\sigma)d\sigma$$
be the polar angle and define
\[ \phi_{\infty} := \phi_0 + \int_0^\infty p(\sigma) d\sigma. \]

Since \( p \geq 0 \), \( \phi \) is an increasing function.

We will show \( \phi \equiv \phi_0 \), hence \( p \equiv 0 \), and distinguish two cases.

**Case 1.** Suppose there exists \( \sigma_0 \in [0, \infty) \) such that \( \phi(\sigma_0) = \phi_{\infty} \). Then from the monotonicity of \( \phi \) we get \( \phi(\sigma) = \phi_{\infty} \) for all \( \sigma \geq \sigma_0 \) and then the real analyticity implies \( \phi(\sigma) = \phi_{\infty} \) for all \( \sigma \in [0, \infty) \). But then in particular \( \phi_0 = \phi_{\infty} \) and \( p \equiv 0 \).

**Case 2.** In this case we have \( \phi(\sigma) < \phi_{\infty} \) for all \( \sigma \in [0, \infty) \). Since \( \phi \) is monotone and bounded, there exists \( \sigma_0 \in [0, \infty) \) such that \( z_{|[\sigma_0, \infty)} \) can be represented as the graph of a real analytic function \( y : (-\infty, s_0] \to \mathbb{R} \), \( s_0 < 0 \), where \( y \) is a strictly decreasing concave function, because \( k \geq p \geq 0 \) (see Figure 7).

On the interval \((-\infty, s_0]\) the function \( rp = \cos \beta \) is given by
\[ \cos \beta = \frac{sy' - y}{\sqrt{(1 + (y')^2)(s^2 + y^2)}}. \]

Since \( y \) is concave, \( s < 0 \) and \((sy' - y)' = sy'' \geq 0\), we conclude that for \( s < s_0 \) we must have
\[ y'(s) \geq \frac{y(s)}{s} + \frac{s_0y'(s_0) - y(s_0)}{s}. \] (4.1)

Since \( y' \leq 0 \) and \( y'' \leq 0 \) we observe that
\[ a := \lim_{s \to -\infty} y'(s) \]
exists and is non-positive. From inequality (4.1) we conclude that
\[ a \geq \lim_{s \to -\infty} \frac{y(s)}{s}. \]

Now for \( \tau < s_0 \) let
\[ \epsilon(s) := y'(\tau)s + b(\tau) \]
be the tangent line to the graph of the function \( y \) passing through the point \( z(\tau) = (\tau, y(\tau)) \) (see Figure 7). Since \( y \) is concave we derive
Figure 7. The angle $\beta$ between the normal vector and the position vector tends to $\pi/2$ for $s \to -\infty$.

$y(s) \leq \epsilon(s)$, for all $s \leq s_0$. Therefore we obtain the estimate

$$\frac{y(s)}{s} \geq y'(\tau) + \frac{b(\tau)}{s}, \quad \text{for all } s \leq \tau. \quad (4.2)$$

Passing to the limit we obtain that

$$\lim_{s \to -\infty} \frac{y(s)}{s} \geq y'(\tau).$$

Since the above inequality holds for any $\tau < s_0$ we may let $\tau$ tend to $-\infty$ which implies

$$\lim_{s \to -\infty} \frac{y(s)}{s} \geq a.$$

Thus we have shown

$$\lim_{s \to -\infty} (y'(s) - y(s)/s) = 0$$

and this yields

$$\lim_{s \to -\infty} \cos \beta(s) = 0.$$

We will now see that this implies that $\cos \beta \equiv 0$ on the whole curve $z$. First note that the graphical property implies that for sufficiently large $\sigma$ the distance function $r$ is a strictly increasing function in terms of the arc length parameter $\sigma$, so that $r' = \partial r/\partial \sigma > 0$. Since $(\cos \beta)' = (rp)' = (k - p)r'$ we conclude that the function $\cos \beta$ is increasing for sufficiently large $\sigma$. Because $\cos \beta = rp \geq 0$ and $\lim_{\sigma \to \infty} \cos \beta(\sigma) = 0$, this implies $\cos \beta(\sigma) = 0$ for all sufficiently large $\sigma$ and then the real analyticity also implies the same for all $\sigma \in [0, \infty)$. Hence $p \equiv 0$ and $\phi \equiv \phi_0$ as claimed.
**Proof of Theorem A.** Suppose that $F : S^m \times [0, T) \rightarrow \mathbb{C}^m$ is the evolution by Lagrangian mean curvature flow of a Lagrangian sphere satisfying the assumptions of Theorem A. Let $a_j = \max_{S^m \times [0, t_j]} |A|$, where $\{t_j\}_{j \in \mathbb{N}}$ is an increasing sequence with $\lim_{j \to \infty} t_j = T$. Following Proposition 4.1, take a sequence $\{x_j\}_{j \in \mathbb{N}}$ in $S^m$ such that $|A|(x_j, t_j) = a_j$.

Let $F_j(x, \tau) = a_j(F(x, \tau/a_j^2 + t_j) - F(x_j, t_j))$ be the rescaled Lagrangian spheres and denote the distance between the rescaled blow-up point (the origin) and the rescaled intersection point $-a_jF(x_j, t_j)$ by $r_j := a_j r(x_j, t_j)$.

**Claim.** $\limsup_{j \to \infty} r_j = \infty$.

Indeed, suppose to the contrary that $\limsup_{j \to \infty} r_j = r_\infty < \infty$. Then, following Proposition 4.1, we obtain an eternal equivariant Lagrangian mean curvature flow $F_\infty$ generated by limit profile curves $z_\infty : M_\infty \rightarrow \mathbb{C}$, where $M_\infty$ is a complete pointed Riemannian manifold of dimension one. Since $F_\infty$ is an eternal solution and eternal solutions in euclidean space are known to be non-compact, $M_\infty$ is diffeomorphic to $\mathbb{R}$. The limit profile curves $z_\infty$ evolve again by an equivariant curve shortening flow with a different center, which without loss of generality can be assumed to be the origin. Because $k$ and $p$ have the same scaling behavior, the limit flow still satisfies $r k \geq r p \geq 0$.

For any fixed time $\tau \in \mathbb{R}$ there exists a local parametrization of $z_\infty(M_\infty \times \{\tau\})$ by a real analytic arc $z : [0, \infty) \rightarrow \mathbb{C}$, parametrized by arc length $\sigma$ such that $z(0) = 0$ and $k \geq p \geq 0$ and $k \neq 0$, because $|A|^2 = k^2 + 3(m-1)p^2$. Moreover, since by Lemma 3.5 the opening angle is decreasing, we conclude that

$$\int_0^\infty p(\sigma) d\sigma < \infty.$$ 

Applying Lemma 4.2 and using the point-symmetry we obtain that $z_\infty(M_\infty \times \{\tau\})$ must be straight line, which is a contradiction. This proves the claim.
Instead of taking a blow-up sequence for $F$ we may, equivalently, consider a blow-up sequence for the corresponding profile curves $z$. Therefore consider a sequence of points $\{s_j\}_{j \in \mathbb{N}}$ in $S^1$ such that
\[
(k^2 + (m - 1)p^2)(s, t_j) = a^2_j.
\]
Following the statements of Proposition 4.1, let us define the family of curves $z_j : S^1 \times [L_j, R_j] \to \mathbb{C}$, $j \in \mathbb{N}$, given by
\[
z_j(s, \tau) := z_{j, \tau}(s) := a_j(z(s, \tau/a^2_j + t_j) - \gamma_j),
\]
where $L_j = -a^2_j t_j$, $R_j = a^2_j(T - t_j)$ and $\gamma_j = z(s_j, t_j)$. One can easily verify that the curves $\{z_j\}_{j \in \mathbb{N}}$ evolve by the equation
\[
\frac{dz_j}{d\tau} = - \left( k_j + (m - 1) \frac{\langle z_j + a_j \gamma_j, \nu \rangle}{|z_j + a_j \gamma_j|^2} \right) \nu,
\]
where
\[
k_j(s, \tau) = a^{-1}_j k(s, \tau/a^2_j + t_j)
\]
is the signed curvature and
\[
\nu(s, \tau) = \nu(s, \tau/a^2_j + t_j)
\]
is the outer unit normal of the rescaled curve $z_{j, \tau}$ at $s$. Note that with the notation from above we have
\[
r_j = a_j|\gamma_j| = a_j r(s_j, t_j).
\]
From Cauchy-Schwarz’ inequality we obtain
\[
\left| \frac{\langle z_j + a_j \gamma_j, \nu \rangle}{|z_j + a_j \gamma_j|^2} \right| \leq \frac{1}{|z_j + a_j \gamma_j|}.
\]
For large $r_j$ we can thus estimate
\[
\left| \frac{\langle z_j + a_j \gamma_j, \nu \rangle}{|z_j + a_j \gamma_j|^2} \right| \leq \frac{1}{r_j - |z_j|}.
\]
So for each $s \in S^1$ where $z_j(s, \tau)$ converges as $j \to \infty$ we conclude that
\[
\lim_{j \to \infty} \frac{\langle z_j + a_j \gamma_j, \nu \rangle}{|z_j + a_j \gamma_j|^2} = 0.
\]
Since the intersection point after rescaling tends to infinity, this and the point-symmetry show that the limit flow $z_\infty$ in this case is an eternal and weakly convex non-flat solution of the curve shortening flow. It is well known by results of Altschuler [1] and Hamilton [10] that such a solution is a grim reaper. It is clear that the parabolic rescaling of the Lagrangian spheres then converge in the Cheeger-Gromov sense to the product of a grim reaper with a flat Lagrangian space.
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