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#### Abstract

For each $q<1$ we precisely evaluate the main Bellman functions associated with the behavior of dyadic maximal operator on $\mathbb{R}^{n}$ on integrable functions. Actually we do that in the more general setting of tree-like maximal operators. These are related to and refine the corresponding Kolmogorov's inequality which we show that it is actually sharp. For this we use the effective linearization introduced in [4] for such maximal operators on an adequate set of functions.


Acknowledgement 1. The project is co-funded by the European Social Fund and National Resources-(EPEAK II) "Pythagoras II".

## 1. Introduction

The dyadic maximal operator on $\mathbb{R}^{n}$ is defined by

$$
\begin{equation*}
M_{d} \phi(x)=\sup \left\{\frac{1}{|Q|} \int_{Q}|\phi(u)| d u: x \in Q, Q \subseteq \mathbb{R}^{n} \text { is a dyadic cube }\right\} \tag{1.1}
\end{equation*}
$$

for every $\phi \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ where the dyadic cubes are the cubes formed by the grids $2^{-N} \mathbb{Z}^{n}$ for $N=0,1,2, \ldots$

As it is well known it satisfies the following weak type $(1,1)$ inequality

$$
\begin{equation*}
\left|\left\{x \in \mathbb{R}^{n}: M_{d} \phi(x)>\lambda\right\}\right| \leq \frac{1}{\lambda} \int_{\left\{M_{d} \phi>\lambda\right\}}|\phi(u)| d u \tag{1.2}
\end{equation*}
$$

for every $\phi \in L^{1}\left(\mathbb{R}^{n}\right)$ and every $\lambda>0$ from which it follows, in view of Kolmogorov's inequality, the following $L^{q}$ inequality

$$
\begin{equation*}
\int_{E}\left|M_{d} \phi(u)\right|^{q} d u \leq \frac{1}{1-q}|E|^{1-q}\|\phi\|_{1}^{q} \tag{1.3}
\end{equation*}
$$

for every $q$ with $0<q<1$, every $\phi \in L^{1}\left(\mathbb{R}^{n}\right)$ and every measurable subset $E$ of $\mathbb{R}^{n}$ with finite measure.

It is easy to see that the weak type inequality (1.2) is best possible. We will show here that (1.3) is actually sharp.

An approach for studying such maximal operators is the introduction of the so called Bellman functions (see [5]) related to them which reflect certain deeper properties of them by localizing. Such functions related to the $L^{p}$ for $p>1$ have been precisely evaluated in [4].

[^0]The Bellman function related to the present situation is defined for any $0<q<1$ as follows

$$
\begin{gather*}
\mathcal{B}_{q}(f, h, L, k)=\sup \left\{\frac{1}{|Q|} \int_{E}\left(M_{d} \phi\right)^{q}: \operatorname{Av}_{Q}(\phi)=f, \operatorname{Av}_{Q}\left(\phi^{q}\right)=h\right. \\
\left.\sup _{Q^{\prime}: Q \subseteq Q^{\prime}} \operatorname{Av}_{Q^{\prime}}(\phi)=L, E \subseteq Q \text { measurable with }|E|=k\right\} \tag{1.4}
\end{gather*}
$$

where $Q$ is a fixed dyadic cube, $Q^{\prime}$ runs over all dyadic cubes containing $Q, \phi$ is nonnegative in $L^{1}(Q)$ and the variables $f, h, L$ and satisfy $0 \leq f \leq L, h \leq f^{q}$ and $0 \leq k \leq 1 . \mathcal{B}_{q}$ is independent of the choice of $Q$ (so we may take $Q=[0,1]^{n}$ ).

There are several other problems in Harmonic Analysis where Bellman functions naturally arise. Such problems (including the dyadic Carleson imbedding and weighted inequalities) are described in [7] (see also [5], [6]) and also connections to Stochastic Optimal Control are provided, from which it follows that the corresponding Bellman functions satisfy certain nonlinear second order PDE.

The exact computation of a Bellman function is a difficult task which is connected with the deeper structure of the corresponding Harmonic Analysis problem. Thus far several Bellman functions have been computed (see [1], [2], [4], [8], [9], [12], [13], [14]). Recently L.Slavin and A.Stokolos [11] in some cases linked the Bellman function computation to solving certain PDE's of the Monge Ampere type, and in this way they obtained an alternative proof of the Bellman functions relate to the dyadic maximal operator in [4]. Also in [14] using the Monge-Ampere equation approach a more general Bellman function than the one related to the dyadic Carleson imbedding Theorem has be preciesely evaluated thus generalizing the corresponding result in [4].

Here we will compute the Bellman function defined by (1.4). The computation of the above Bellman functions will provide refinements of the local $L^{q}$ inequality (1.3) which as we will show in the process is sharp. Our approach will not use the Bellman PDE but will rely on a deeper study of the combinatorial structure of these maximal operators in the same way as in [4]. However the analysis as well as the results will be in certain aspects different due to the concavity of the corresponding $q$ power function and in this sense the results of this paper can be considered as complementing those in [4]. Actually we will define and compute such functions on the more general situation of tree-like structures on probability spaces and as in [4] show that they are always the same.

As in [4] let $(X, \mu)$ be a nonatomic probability space and let $\mathcal{T}$ be a family of measurable subsets of $X$ that has a tree-like structure similar to the one in the dyadic case (the precise definition will be given in the next section). Then we can define the maximal operator associated to $\mathcal{T}$ as follows

$$
\begin{equation*}
M_{\mathcal{T}} \phi(x)=\sup \left\{\frac{1}{\mu(I)} \int_{I}|\phi| d \mu: x \in I \in \mathcal{T}\right\} \tag{1.5}
\end{equation*}
$$

for every $\phi \in L^{1}(X, \mu)$.
The above maximal operator is related to the theory of martingales and satisfies essentially the same inequalities as $M_{d}$. Now we define the corresponding Bellman
function as

$$
\begin{gather*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, k)=\sup \left\{\int_{E}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu: \phi \geq 0, \phi \in L^{1}(X, \mu),\right. \\
\left.\int_{X} \phi d \mu=f, \int_{X} \phi^{q} d \mu=h, E \subseteq X \text { measurable with }|E|=k\right\} \tag{1.6}
\end{gather*}
$$

where again the variables satisfy $L \geq f>0,0<h \leq f^{q}$ and $0 \leq k \leq 1$. It is easy to see that when $X=[0,1]^{n}, \mu$ is the Lebesgue measure and $\mathcal{T}$ is the family of dyadic cubes contained in $X$ the above function becomes the Bellman function $\mathcal{B}_{q}$ defined by (1.4) since we can define $\phi$ on $[0,2]^{n} \backslash X$ (and set it equal to 0 outside $[0,2]^{n}$ ) to make $\sup _{Q^{\prime}: X \subseteq Q^{\prime}} \operatorname{Av}_{Q^{\prime}}(\phi)=\operatorname{Av}_{[0,2]^{n}}(\phi)=L$. Also in the case where $X, \mathcal{T}$ are part of a larger tree-like structure, $\mathcal{B}_{q}^{\mathcal{T}}$ can be defined in an analogous to (1.4) way.

To state our main result we consider for any $0<q<1$ the function

$$
\begin{equation*}
H_{q}(z)=(1-q) z^{q}+q z^{q-1} \tag{1.7}
\end{equation*}
$$

defined for $z>0$. Since $H_{q}^{\prime}(z)=(1-q) q z^{q-2}(z-1)$ it is easy to see that $H_{p}$ is strictly increasing on the interval $[1,+\infty)$, strictly decreasing on $(0,1]$ and it maps each of them onto $[1,+\infty)$. We now define $\omega_{q}:[1,+\infty) \rightarrow[1,+\infty)$ by

$$
\begin{equation*}
\omega_{q}(z)=\left(H_{q}^{-1}(z)\right)^{q} \tag{1.8}
\end{equation*}
$$

where $H_{q}^{-1}$ denotes the inverse function of the restriction of $H_{q}$ on $[1,+\infty)$. Clearly $\omega_{q}$ is strictly increasing, maps $[1,+\infty)$ onto $[1,+\infty)$, and can be defined by the equation

$$
\begin{equation*}
(1-q) \omega_{q}(z)+q \omega_{q}(z)^{1-\frac{1}{q}}=z \tag{1.9}
\end{equation*}
$$

For example for $q=1 / 2$ we have $\omega_{1 / 2}(z)=z+\sqrt{z^{2}-1}$.
Next as we shall show in Lemma 3 for any $\lambda>1$ and $0<k<1$ the equation

$$
\begin{equation*}
H_{q}\left(\frac{x(1-k)}{1-k x}\right)=\lambda H_{q}(x) \tag{1.10}
\end{equation*}
$$

has a unique solution $x=x(\lambda, k)$ in the interval $\left(1, \frac{1}{k}\right)$. Then we have the following.
Theorem 1. For any nonatomic probability space $(X, \mu)$, any tree-like family $\mathcal{T}$ and any $0<q<1$ the corresponding Bellman function is given by
$\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, k)= \begin{cases}h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{L}{f}\right)\right)-L^{q}(1-k) & \text { if } k_{0}(f, h, L) \leq k \leq 1, \\ h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(x\left(\frac{f^{q}}{h}, k\right)\right)\right)-f^{q} x\left(\frac{f^{q}}{h}, k\right)^{q}(1-k) & \text { if } 0<k \leq k_{0}(f, h, L) .\end{cases}$
where

$$
\begin{equation*}
k_{0}(f, h, L)=\frac{f \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{L}{f}\right)\right)^{1 / q}-L}{L\left(\omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{L}{f}\right)\right)^{1 / q}-1\right)} \tag{1.12}
\end{equation*}
$$

is the unique in $\left(0, \frac{f}{L}\right)$ solution of the equation $H_{q}\left(\frac{L(1-k)}{f-L k}\right)=\frac{f^{q}}{h} H_{q}\left(\frac{L}{f}\right)$.

Thus the Bellman functions are the same for any such $X, \mathcal{T}$ and depend only on the underlying tree-like structure. Note that since $f^{q}>h L>f$ and $\omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{L}{f}\right)\right)^{1 / q}>$ $\omega_{q}\left(H_{q}\left(\frac{L}{f}\right)\right)^{1 / q}=\frac{L}{f}$ the expression in (1.12) is indeed in $\left(0, \frac{f}{L}\right)$.

Considering the various special cases $k=1, L=f$ (where for example in the case $L=f$ the function $\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)$ becomes the supremum of $\int_{E}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu$ when $\phi \geq 0, \int_{X} \phi d \mu=f, \int_{X} \phi^{q} d \mu=h$ and $E \subseteq X$ is measurable with $|E|=k$ ) we get the following:

Corollary 1. For any nonatomic probability space $(X, \mu)$ and any tree-like family $\mathcal{T}$, any $\phi \geq 0$ measurable with $\int_{X} \phi d \mu=f \leq L, \int_{X} \phi^{q} d \mu=h$ and any measurable $E \subseteq X$ with $\mu(E)=k \in[0,1]$ we have the following sharp inequalities (where sharpness means that their right hand side is exactly the supremum over all $\phi, E$ involved with the corresponding properties)

$$
\begin{gather*}
\int_{X}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq h \omega_{q}\left(\frac{f^{q}}{h}\right)  \tag{1.13}\\
\int_{X}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu \leq h \omega_{q}\left(\frac{(1-q) L^{q}+q L^{q-1} f}{h}\right)  \tag{1.14}\\
\int_{E}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(x\left(\frac{f^{q}}{h}, k\right)\right)\right)-f^{q} x\left(\frac{f^{q}}{h}, k\right)^{q}(1-k) . \tag{1.15}
\end{gather*}
$$

Actually the above inequalities will be the basic steps in proving Theorem 1 , starting with (1.13). Note that in [4] the analogous as in (1.14) Bellman function for $p>1$ was given by a double formula and was not $C^{\infty}$, an analogous to (1.14) relation holding only for $L$ smaller than $\frac{p}{p-1} f$. However in the present situation this function is given by a single formula and is smooth.

In view of this Corollary the double expression in (1.11) of Theorem 1 can be explained as follows. If $k$ is small enough that is if $k<k_{0}(f, h, L)$ then the supremum $\int_{E}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu$ is taken ignoring $L$ that is when $M_{\mathcal{T}} \phi>L$ on $E$ whereas when $k \geq k_{0}(f, h, L)$ then the supremum is taken when $M_{\mathcal{T}} \phi \leq L$ on the complement of $E$. The reason for this can be inferred from the proof of Theorem 1. The number $k_{0}(f, h, L)$ as we shall see in section 6 is close to $\frac{f}{L}$ when $h$ is small (compared to $f^{q}$ ).

We will also show that every extremal sequence for (1.13) exhibits a certain self similar homogeneous behavior (which in case $h<f^{q}$ shows that there are no extremal functions for it). This is contained in the following (and its proof will use the independence of the Bellman functions from $X, \mathcal{T})$.

Proposition 1. If $\left(\phi_{m}\right)$ is a sequence of nonnegative functions in $L^{1}(X, \mu)$ such that $\int_{X} \phi_{m} d \mu=f, \int_{X} \phi_{m}^{q} d \mu=h$ for all $m$ and

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{X}\left(M_{\mathcal{T}} \phi_{m}\right)^{q} d \mu=h \omega_{q}\left(\frac{f^{q}}{h}\right) \tag{1.16}
\end{equation*}
$$

then for every $I \in \mathcal{T}$ we have:

$$
\begin{gather*}
\lim _{m \rightarrow \infty} \frac{1}{\mu(I)} \int_{I} \phi_{m} d \mu=f, \lim _{m \rightarrow \infty} \frac{1}{\mu(I)} \int_{I} \phi_{m}^{q} d \mu=h \text { and } \\
\lim _{m \rightarrow \infty} \frac{1}{\mu(I)} \int_{I}\left(M_{\mathcal{T}} \phi_{m}\right)^{q} d \mu=h \omega_{q}\left(\frac{f^{q}}{h}\right) \tag{1.17}
\end{gather*}
$$

That is an extremal sequence for $\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, 1)$ is also extremal, for the same values of the variables, when localized on any element of the tree $\mathcal{T}$.

In the special case where $q=1 / 2$ the expressions in (1.13) and (1.14) can be explicitly computed and they yield the following sharp inequalities

$$
\begin{gather*}
\int_{X} \sqrt{M_{\mathcal{T}} \phi} d \mu \leq \sqrt{f}+\sqrt{f-h^{2}}<2 f  \tag{1.18}\\
\int_{X} \sqrt{\max \left(M_{\mathcal{T}} \phi, L\right)} d \mu \leq \frac{1}{2}\left(\sqrt{L}+\frac{f}{\sqrt{L}}\right)+\sqrt{\frac{1}{4}\left(\sqrt{L}+\frac{f}{\sqrt{L}}\right)^{2}-h^{2}} \tag{1.19}
\end{gather*}
$$

For the general $q$ in order to compare the above inequalities with what Kolmogorov's inequality would give we will obtain appropriate estimates for the above expressions. Then after scaling these expressions produce improvements, in view of the Bellman function (1.4), of Kolmogorov's inequality on the dyadic maximal operator on $\mathbb{R}^{n}$. This will be done in section 6 .

This paper is organized as follows. In section 2 we collect a number of technical Lemmas needed throughout this paper. In section 3 we prove (1.13) (and its sharpness) using the linearization for the maximal operators introduced in [4] and also prove certain improvements of it under more stringent conditions on $\phi$. In section 4 we compute successively the specializations of the Bellman function (1.6) reaching the proof of our Theorem 1 and in section 5 we prove Proposition 1. In section 6 we derive certain approximate expressions for the various Bellman functions and study how they behave under scaling thus obtaining improved versions of Kolmogorovs inequality on maximal operators which show its sharpness and explain how our main Theorem 1 is related to it.

## 2. Some technical lemmas

In this section we collect certain technical results that will be used throughout this paper. The first concerns the functions $H_{q}$ and $\omega_{q}$ defined in the introduction.

Lemma 1. Let $0<q<1$ be fixed. Then
(i) The function $\omega_{q}:[1,+\infty) \rightarrow[1,+\infty)$ is strictly increasing, strictly concave and for $x>1$ satisfies

$$
\begin{equation*}
\frac{d}{d x} \omega_{q}(x)=\frac{1}{1-q} \frac{\omega_{q}(x)^{1 / q}}{\omega_{q}(x)^{1 / q}-1} \tag{2.1}
\end{equation*}
$$

(ii) We have

$$
\begin{equation*}
1<\frac{\omega_{q}(x)}{x}<\frac{1}{1-q} \tag{2.2}
\end{equation*}
$$

for every $x>1$ and

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \frac{\omega_{q}(x)}{x}=\frac{1}{1-q} \tag{2.3}
\end{equation*}
$$

(iii) The function $U(x)=\frac{\omega_{q}(x)}{x}$ is strictly increasing on $[1,+\infty)$.
(iv) We have

$$
\begin{equation*}
\frac{x-q x^{1-\frac{1}{q}}}{1-q}<\omega_{q}(x)<\frac{x-q(1-q)^{\frac{1}{q}-1} x^{1-\frac{1}{q}}}{1-q} \tag{2.4}
\end{equation*}
$$

Proof. (2.1) is an easy computation and then the concavity follows since (2.1) and $\omega_{q}(x)>1$ for $x>1$ imply that $\omega_{q}^{\prime}(x)$ is strictly decreasing. Moreover (2.2) follows since $\omega_{q}(x)>x=(1-q) \omega_{q}(x)+q \omega_{q}(x)^{1-\frac{1}{q}}>(1-q) \omega_{q}(x)$ and $(2.3)$ follows since $\frac{\omega_{q}(x)}{x}$ is bounded and $\omega_{q}(x)^{-\frac{1}{q}}$ tends to 0 as $x \rightarrow+\infty$. Now (iii) follows since

$$
\begin{aligned}
U^{\prime}(x) & =\frac{1}{x}\left(\frac{1}{1-q} \frac{\omega_{q}(x)^{1 / q}}{\omega_{q}(x)^{1 / q}-1}-\frac{\omega_{q}(x)}{(1-q) \omega_{q}(x)+q \omega_{q}(x)^{1-\frac{1}{q}}}\right)= \\
& =\frac{q \omega_{q}(x)}{(1-q) x^{2}\left(\omega_{q}(x)^{1 / q}-1\right)}>0
\end{aligned}
$$

for $x>1$ and then (2.4) follows from (iii) and (2.2) since

$$
x^{\frac{1}{q}-1}\left(x-(1-q) \omega_{q}(x)\right)=q\left(\frac{\omega_{q}(x)}{x}\right)^{1-\frac{1}{q}} .
$$

Lemma 2. Let $0<q<1$ and $\lambda>1$. Then for every $\alpha$ with $0<\alpha<1$ the equation

$$
\begin{equation*}
z^{q}-(1-\alpha)^{1-q}(z-\alpha)^{q}=\lambda \alpha \tag{2.5}
\end{equation*}
$$

has a unique solution $z=z_{q}(\alpha, \lambda)$ in $(1,+\infty)$ and moreover $\alpha \rightarrow z_{q}(\alpha, \lambda)$ is strictly decreasing with

$$
\begin{equation*}
z_{q}(\alpha, \lambda)<\frac{\alpha}{1-(1-\alpha)^{1-q}} \lambda \text { and } \lim _{a \rightarrow 0^{+}} z_{q}(\alpha, \lambda)^{q}=\omega_{q}(\lambda) \tag{2.6}
\end{equation*}
$$

Proof. Let $F(\alpha, z)=\frac{z^{q}-(1-\alpha)^{1-q}(z-\alpha)^{q}}{\alpha}$. Then $F_{\alpha}(1)=1$ and

$$
\begin{equation*}
\frac{F(\alpha, z)}{z^{q}}=\frac{1}{\alpha}\left(1-(1-\alpha)^{1-q}\left(1-\frac{\alpha}{z}\right)^{q}\right)>\frac{1}{\alpha}\left(1-(1-\alpha)^{1-q}\right)>1-q \tag{2.7}
\end{equation*}
$$

whenever $z>1$, thus $\lim _{z \rightarrow+\infty} F(\alpha, z)=+\infty$. On the other hand $\frac{\partial F(\alpha, z)}{\partial z}=$ $\frac{q}{\alpha}\left(\frac{1}{z^{1-q}}-\left(\frac{1-\alpha}{z-\alpha}\right)^{1-q}\right)>0$ for every $z>1$. Hence (2.5) has a unique solution $z=z_{q}(\alpha, \lambda)$ in $(1,+\infty)$. Moreover by (2.7) it easily follows the first inequality in (2.6) which also implies that $z_{q}(\alpha, \lambda)$ is bounded as $\alpha \rightarrow 0^{+}$. But then whenever $\alpha_{m} \rightarrow 0^{+}$and $z_{m}=z_{q}\left(\alpha_{m}, \lambda\right) \rightarrow z^{*}$ we have

$$
\begin{equation*}
\lambda=\frac{z_{m}^{q}-\left(z_{m}-\alpha_{m}\right)^{q}}{\alpha_{m}}+\left(z_{m}-\alpha_{m}\right)^{q} \frac{1-\left(1-\alpha_{m}\right)^{1-q}}{\alpha_{m}} \rightarrow H_{q}\left(z^{*}\right) \tag{2.8}
\end{equation*}
$$

and this proves the other part of (2.6). To show that $\alpha \rightarrow z_{q}(\alpha, \lambda)$ is strictly decreasing just note that

$$
\begin{equation*}
\frac{\partial F(\alpha, z)}{\partial \alpha}=-\frac{1}{\alpha^{2}}\left(z^{q}-(1-q \alpha)\left(\frac{z-\alpha}{1-\alpha}\right)^{q}-q\left(\frac{z-\alpha}{1-\alpha}\right)^{q-1}\right) \tag{2.9}
\end{equation*}
$$

and with $w=\frac{1-\alpha}{z-\alpha} \in(0,1)$ use the inequalities $(\alpha w+1-\alpha)^{q}=(1-\alpha(1-w))^{q}<$ $1-q a(1-w)<1-q a+q w$ to get $\frac{\partial F(\alpha, z)}{\partial \alpha}>0$.

For the next Lemma (and with $0<q<1$ ) we consider the function

$$
\begin{equation*}
\sigma_{q}(k, x)=\frac{H_{q}\left(\frac{x(1-k)}{1-k x}\right)}{H_{q}(x)} \tag{2.10}
\end{equation*}
$$

defined for all $k, x$ such that $0<k<1$ and $0<x<\frac{1}{k}$. A straightforward computation shows that

$$
\begin{equation*}
\sigma_{q}(k, x)=\frac{(1-q) x+q-k x}{(1-k)^{1-q}(1-k x)^{q}((1-q) x+q)} \tag{2.11}
\end{equation*}
$$

and

$$
\begin{gather*}
\frac{\partial \sigma_{q}}{\partial k}(k, x)=D_{q}(k, x)(x-1)^{2} \\
\frac{\partial \sigma_{q}}{\partial x}(k, x)=D_{q}(k, x)(x-1) k(1-k) \frac{(1-q) x+q+1-k x}{(1-q) x+q} \tag{2.12}
\end{gather*}
$$

where

$$
\begin{equation*}
D_{q}(k, x)=\frac{(1-q) q(1-k)^{q-2} x^{q-1}}{H_{q}(x)(1-k x)^{q+2}}>0 \tag{2.13}
\end{equation*}
$$

on the domain of definition of $\sigma_{q}(k, x)$. We then have the following.

Lemma 3. (i) For any fixed $\lambda>1$ the equation

$$
\begin{equation*}
H_{q}\left(\frac{x(1-k)}{1-k x}\right)=\lambda H_{q}(x) \tag{2.14}
\end{equation*}
$$

has a unique solution $x=x(\lambda, k)=x_{\lambda}(k)$ in the interval $\left(1, \frac{1}{k}\right)$ and it has a solution in the interval $(0,1)$ if and only if $\lambda<(1-k)^{q-1}$, in which case this is also unique. Moreover the function $x_{\lambda}$ on $(0,1)$ is smooth strictly decreasing and it satisfies $\lim _{k \rightarrow 1^{-}} x_{\lambda}(k)=1, \lim _{k \rightarrow 0^{+}} x_{\lambda}(k)=+\infty$ and

$$
\begin{equation*}
x_{\lambda}^{\prime}(k)=-\frac{\left(x_{\lambda}(k)-1\right)\left((1-q) x_{\lambda}(k)+q\right)}{k(1-k)\left((1-q) x_{\lambda}(k)+q+1-k x_{\lambda}(k)\right)} . \tag{2.15}
\end{equation*}
$$

(ii) If $\mu \geq 0$ and we define

$$
\begin{equation*}
R_{q, \mu}(k, x)=\left(\frac{x(1-k)}{1-k x}\right)^{q} \frac{1}{\sigma_{q}(k, x)}+\left(\mu^{q}-x^{q}\right)(1-k) \tag{2.16}
\end{equation*}
$$

on $W=\left\{(k, x): 0<k<1\right.$ and $\left.1<x<\frac{1}{k}\right\}$, then

$$
\begin{equation*}
\frac{d}{d k} R_{q, \mu}\left(k, x_{\lambda}(k)\right)=x_{\lambda}(k)^{q}-\mu^{q} \tag{2.17}
\end{equation*}
$$

(iii) If $\mu>1$ and $\xi$ is in $(0,1]$ the maximum value of $R_{q, \mu}$ on the set $\{(k, x) \in W$ : $0<k \leq \xi$ and $\left.\sigma_{q}(k, x)=\lambda\right\}$ is equal to $\frac{1}{\lambda} \omega_{q}\left(\lambda H_{q}(\mu)\right)$ if $\xi \geq k_{0}(\lambda, \mu)$ and it is equal to $R_{q, \mu}\left(\xi, x_{\lambda}(\xi)\right)$ if $\xi<k_{0}(\lambda, \mu)$ where

$$
\begin{equation*}
k_{0}(\lambda, \mu)=\frac{\omega_{q}\left(\lambda H_{q}(\mu)\right)^{1 / q}-\mu}{\mu\left(\omega_{q}\left(\lambda H_{q}(\mu)\right)^{1 / q}-1\right)} \tag{2.18}
\end{equation*}
$$

is the unique in $\left(0, \frac{1}{\mu}\right)$ solution of the equation $\sigma_{q}\left(k_{0}, \mu\right)=\lambda$.
(iv) We have

$$
\begin{equation*}
\frac{1}{k}\left(1-(1-k) \lambda^{-1 / q}\right)<x_{\lambda}(k)<\frac{1}{k}\left(1-\left(\frac{1-q}{1-q+k}\right)^{1 / q}(1-k) \lambda^{-1 / q}\right) \tag{2.19}
\end{equation*}
$$

Proof. (i) The second equation in (2.12) implies $(x-1) \frac{\partial \sigma_{q}}{\partial x}>0$ if $x \neq 1$. Since, for any fixed $k, \lim _{x \rightarrow \frac{1}{k}-} \sigma_{q}(x, k)=+\infty$ and by $(2.11) \lim _{x \rightarrow 0^{+}} \sigma_{q}(x, k)=(1-k)^{q-1}$ the first part of (i) follows. Now (2.15) follows from (2.12) and $\lim _{k \rightarrow 1^{-}} x_{\lambda}(k)=1$ follows since $1<x_{\lambda}(k)<\frac{1}{k}$. To prove that $\lim _{k \rightarrow 0^{+}} x_{\lambda}(k)=+\infty$ observe that if there existed $k_{m} \rightarrow 0^{+}$such that $x_{m}=x_{\lambda}\left(k_{m}\right) \rightarrow x^{*}<+\infty$ then $k_{m} x_{m} \rightarrow 0$ and so (2.12) would give $\lambda=\sigma_{q}\left(k_{m}, x_{m}\right) \rightarrow 1$ contradiction.
(ii) The equality (2.17) follows from a straightforward but tedious computation using (2.15), (2.12) and the fact that $\sigma_{q}\left(k, x_{\lambda}(k)\right)=\lambda$ for all $k$ (so the term $1 / \sigma_{q}$ in (2.16) is not differentiated, being constant, but is replaced not by $\lambda$ but by the expression in (2.11) with $\left.x=x_{\lambda}(k)\right)$.
(iii) By (i) there exists a unique $k_{0}=k_{0}(q, \lambda, \mu)$ in $(0,1)$ such that $x_{\lambda}\left(k_{0}\right)=\mu$ and since $x_{\lambda}$ is strictly decreasing we have using (2.17) that $\frac{d}{d k} R_{q, \mu}\left(k, x_{\lambda}(k)\right)$ is $>0$ if $k<k_{0}$ and $<0$ if $k>k_{0}$ hence the maximum value of $R_{q, \mu}$ on the set $\left\{(k, x) \in W: 0<k \leq \xi\right.$ and $\left.\sigma_{q}(k, x)=\lambda\right\}$ is equal to $R_{q, \mu}\left(\xi, x_{\lambda}(\xi)\right)$ if $\xi<k_{0}$ and to $R_{q, \mu}\left(k_{0}, x_{\lambda}\left(k_{0}\right)\right)$ if $\xi \geq k_{0}$. However since $\mu=x_{\lambda}\left(k_{0}\right)<\frac{1}{k_{0}}$ we have $k_{0}<\frac{1}{\mu}$ and now $\sigma_{q}\left(k_{0}, \mu\right)=\sigma_{q}\left(k_{0}, x_{\lambda}\left(k_{0}\right)\right)=\lambda$ gives $\frac{\mu\left(1-k_{0}\right)}{1-k_{0} \mu}=H_{q}^{-1}\left(\lambda H_{q}(\mu)\right)$ from which the expression (2.18) follows. Moreover noting that

$$
\left(\frac{x_{\lambda}\left(k_{0}\right)\left(1-k_{0}\right)}{1-k_{0} x_{\lambda}\left(k_{0}\right)}\right)^{q}=\omega_{q}\left(H_{q}\left(\frac{x_{\lambda}\left(k_{0}\right)\left(1-k_{0}\right)}{1-k_{0} x_{\lambda}\left(k_{0}\right)}\right)\right)=\omega_{q}\left(\lambda H_{q}\left(x_{\lambda}\left(k_{0}\right)\right)\right)=\omega_{q}\left(\lambda H_{q}(\mu)\right)
$$

we get $R_{q, \mu}\left(k_{0}, x_{\lambda}\left(k_{0}\right)\right)=\frac{1}{\lambda} \omega_{q}\left(\lambda H_{q}(\mu)\right)$ and this proves (iii).
(iv) We write $x_{\lambda}(k)=\frac{1}{k}(1-(1-k) \theta)$ where $0<\theta<1$ note that, in view of (2.11), $\theta$ satisfies

$$
\lambda \theta^{q}=\frac{(1-q)(1-\theta)+k \theta}{(1-q)(1-(1-k) \theta)+q k}=\rho_{k, \lambda}(\theta)
$$

and observe that $\frac{1-q}{1-q+k}=\rho_{k, \lambda}(0)<\rho_{k, \lambda}(y)<\rho_{k, \lambda}(1)=1$ for any $y \in(0,1)$.

Now for the next Lemma we fix real numbers $f, h$ and $k$ with $f, h>0, h<f^{q}$ and $0<k<1$ and we consider the functions

$$
\begin{equation*}
l_{k}(B)=(1-k)^{1-q}(f-B)^{q}+k^{1-q} B^{q} \tag{2.20}
\end{equation*}
$$

defined for $0 \leq B \leq f$ and

$$
R_{k}(B)=\left\{\begin{array}{l}
\left(h-(1-k)^{1-q}(f-B)^{q}\right) \omega_{q}\left(\frac{k^{1-q} B^{q}}{h-(1-k)^{1-q}(f-B)^{q}}\right)  \tag{2.21}\\
\text { if }(1-k)^{1-q}(f-B)^{q}<h \leq l_{k}(B) \\
\frac{k^{1-q} B^{q}}{1-q} \text { if } h \leq(1-k)^{1-q}(f-B)^{q}
\end{array}\right.
$$

defined for all $B \in[0, f]$ such that $l_{k}(B) \geq h$.
Noting that $l_{k}$ has an absolute maximum at $B=k f$ with $l_{k}(k f)=f^{p}>h$ and that it is monotone on each of the intervals $(0, k f)$ and $(k f, f)$ we conclude that either $l_{k}(f)<h$ i.e. $k^{1-q} f^{q}<h$ in which case the equation $l_{k}(B)=h$ has a unique solution in $(k f, f)$ and this is denoted by $\rho_{1}=\rho_{1}(f, h, k)$ or $l_{k}(f) \geq h$ in which case we set $\rho_{1}=\rho_{1}(f, h, k)=f$. Also either $l_{k}(0)<h$ i.e. $(1-k)^{1-q} f^{q}<h$ in which case the equation $l_{k}(B)=F$ has a unique solution in $(0, k f)$ and this is denoted by $\rho_{0}=$ $\rho_{0}(f, h, k)$ or $h_{k}(0) \leq F$ in which case we set $\rho_{0}=\rho_{0}(f, h, k)=0$. In all cases the domain of definition of $R_{k}$ is the interval $W_{k}=W_{k}(f, h)=\left[\rho_{0}(f, h, k), \rho_{1}(f, h, k)\right]$. We now have the following.

Lemma 4. The maximum value of the function $R_{k}$ on $W_{k}$ is attained at the unique point $B^{*}=x_{\lambda}(k) k f>k f$ where $\lambda=\frac{f^{q}}{h}$ (see Lemma 3), which also satisfies

$$
\begin{equation*}
(1-k)^{1-q}\left(f-B^{*}\right)^{q}<h<l_{k}\left(B^{*}\right) \tag{2.22}
\end{equation*}
$$

and moreover we have

$$
\begin{equation*}
\max _{W_{k}} R_{k}=h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(x_{\lambda}(k)\right)\right)-(1-k) f^{q} x_{\lambda}(k)^{q} \tag{2.23}
\end{equation*}
$$

Proof. Clearly $(1-k)^{1-q}(f-B)^{q}<h$ if and only if $\eta_{0}=\max \left(0, f-\frac{h^{\frac{1}{q}}}{(1-k)^{\frac{1}{q}-1}}\right)<$ $B \leq f, \eta_{0}<\rho_{1}(f, h, k)$ and $R_{k}(B)$ is strictly increasing in $W_{k} \cap\left(0, \eta_{0}\right]$ (if nonempty). Hence it suffices to find its maximum value on $W_{k}^{\prime}=W_{k} \cap\left[\eta_{0}, f\right]=\left[\max \left(\rho_{0}, \eta_{0}\right), \rho_{1}\right]$. In the interior of $W_{k}^{\prime}$ we have (using Lemma 1)

$$
\begin{equation*}
R_{k}^{\prime}(B)=\frac{q}{1-q} \frac{\omega_{q}(Z(B))^{1 / q}}{\omega_{q}(Z(B))^{1 / q}-1}\left[\left(\frac{B}{k}\right)^{q-1}-\omega_{q}(Z(B))^{\frac{q-1}{q}}\left(\frac{f-B}{1-k}\right)^{q-1}\right] \tag{2.24}
\end{equation*}
$$

where

$$
Z(B)=\frac{k^{1-q} B^{q}}{h-(1-k)^{1-q}(f-B)^{q}}>1
$$

in the interior of $W_{k}^{\prime}$ and so $\omega_{q}(Z(B))>1$ there.
Now if $\rho_{1}=f$ then since $q<1$ we have $\lim _{B \rightarrow \rho_{1}^{-}} R_{k}^{\prime}(B)=-\infty$. Suppose $\rho_{1}<f$.
Then $\lim _{B \rightarrow \rho_{1}^{-}} Z(B)=1$ and

$$
\lim _{B \rightarrow \rho_{1}^{-}}\left(\left(\frac{B}{k}\right)^{q-1}-\omega_{q}(Z(B))^{\frac{q-1}{q}}\left(\frac{f-B}{1-k}\right)^{q-1}\right)=\left(\frac{\rho_{1}}{k}\right)^{q-1}-\left(\frac{f-\rho_{1}}{1-k}\right)^{q-1}<0
$$

since $\rho_{1}>k f$. Hence $\lim _{B \rightarrow \rho_{1}^{-}} R_{k}^{\prime}(B)=-\infty$ holds always. In an analogous way (and since $\rho_{0}<k f$ ) we have $\lim _{B \rightarrow \rho_{0}^{+}} R_{k}^{\prime}(B)=+\infty$ in the case where $\rho_{0}>\eta_{0}$. Moreover if $k f>\eta_{0}$ which happens if and only if $(1-k) f^{q}<h$ then since $Z(k f)>1$ and $q<1$ we get from (2.24) that $R_{k}^{\prime}(k f)>0$.

But by $(2.24)$ we have $R_{k}^{\prime}(B)=0$ if and only if $\omega_{q}(Z(B))^{1 / q}=\frac{B(1-k)}{k(f-B)}$ which is equivalent to

$$
\begin{align*}
H_{q}\left(\frac{B(1-k)}{k(f-B)}\right) & =(1-q)\left(\frac{B(1-k)}{k(f-B)}\right)^{q}+q\left(\frac{B(1-k)}{k(f-B)}\right)^{q-1}= \\
& =\frac{k^{1-q} B^{q}}{h-(1-k)^{1-q}(f-B)^{q}}>1 \tag{2.25}
\end{align*}
$$

and provided that $h \neq(1-k)^{1-q}(f-B)^{q}$ this can been written as

$$
\begin{equation*}
h H_{q}\left(\frac{B(1-k)}{k(f-B)}\right)=f^{q} H_{q}\left(\frac{B}{k f}\right) \tag{2.26}
\end{equation*}
$$

Consider now the equation (2.26) on the larger interval $(0, f)$. Since $h<f^{q}$ the number $B=k f$ is not a solution of it and since $H_{q}(z)>1$ for all $z \neq$ 1 we get $H_{q}\left(\frac{B(1-k)}{k(f-B)}\right)>1$ for any solution which in view of the equivalence of (2.26) with the equality in (2.25) implies that $h \neq(1-k)^{1-q}(f-B)^{q}$ and $\frac{k^{1-q} B^{q}}{h-(1-k)^{1-q}(f-B)^{q}}>1$ and so since $B>0$ that also $h>(1-k)^{1-q}(f-B)^{q}$ for any such solution. Therefore any solution of $(2.26)$ in $(0, f)$ will automatically belong to the interior of $W_{k}^{\prime}$ and would be a root of $R_{k}^{\prime}$ there.

Now letting $x=\frac{B}{k f} \in\left(0, \frac{1}{k}\right)$ the equation (2.26) takes the form (2.14) with $\lambda=\frac{f^{q}}{h}>1$ and hence it has always a unique solution $x=x_{\lambda}(k)$ in $\left(1, \frac{1}{k}\right)$ hence (2.26) has a unique solution $B^{*}=x_{\lambda}(k) k f$ in $(k f, f)$ and it has a solution in $(0,1)$ if and only if $\frac{f^{q}}{h}=\lambda<(1-k)^{q-1}$ which is unique, hence (2.26) has a unique solution $B_{0}$ in $(0, k f)$ if $(1-k)^{1-q} f^{q}<h$ and it has no solutions there otherwise. Moreover by the above remarks $B^{*}$ satisfies (2.22).

If $(1-k)^{1-q} f^{q}<h$ then $\eta_{0}=0<\rho_{0}$ and so $\lim _{B \rightarrow \rho_{0}^{+}} R_{k}^{\prime}(B)=+\infty, R_{k}^{\prime}(k f)>0$ and $\lim _{B \rightarrow \rho_{1}^{-}} R_{k}^{\prime}(B)=-\infty$ which imply that the maximum value of $R_{k}$ is attained exactly at $B^{*}>k f\left(B_{0}<k f\right.$ in this case must be an inflection point).

If $(1-k)^{1-q} f^{q} \geq h>(1-k) f^{q}$ then $B^{*}$ is the unique root of $R_{k}^{\prime}$ in the interior of $W_{k}^{\prime}$ and so $R_{k}^{\prime}(k f)>0$ and $\lim _{B \rightarrow \rho_{1}^{-}} R_{k}^{\prime}(B)=-\infty$ imply that the maximum value of $R_{k}$ is attained exactly at $B^{*}$.

If $(1-k) f^{q} \geq h$ then $f \geq \rho_{1}>\eta_{0} \geq k f>\rho_{0}$ and $\lim _{B \rightarrow \eta_{0}^{+}} Z(B)=+\infty$ so since $q<1$ we get from $(2.24)$ that $\lim _{B \rightarrow \eta_{0}^{+}} R_{k}^{\prime}(B)=\frac{q}{1-q}\left(\frac{\eta_{0}}{k}\right)^{q-1}>0$ so again the maximum value of $R_{k}$ is attained exactly at $B^{*}$.

To complete the proof of the Lemma we observe that since $\omega_{q}\left(Z\left(B^{*}\right)\right)^{1 / q}=$ $\frac{B^{*}(1-k)}{k\left(f-B^{*}\right)}$,
$R_{k}\left(B^{*}\right)=h \omega_{q}\left(Z\left(B^{*}\right)\right)-(1-k)^{1-q}\left(f-B^{*}\right)^{q}\left(\frac{B^{*}(1-k)}{k\left(f-B^{*}\right)}\right)^{q}=h \omega_{q}\left(Z\left(B^{*}\right)\right)-(1-k)\left(\frac{B^{*}}{k}\right)^{q}$
and use $B^{*}=x_{\lambda}(k) k f$ and $Z\left(B^{*}\right)=H_{q}\left(\frac{B^{*}(1-k)}{k\left(f-B^{*}\right)}\right)=\lambda H_{q}\left(x_{\lambda}(k)\right)$.

## 3. Trees and maximal operators

As in [4] we let $(X, \mu)$ be a nonatomic probability space (i.e. $\mu(X)=1$ ). Two measurable subsets $A, B$ of $X$ will be called almost disjoint if $\mu(A \cap B)=0$. Then we give the following.
Definition 1. A set $\mathcal{T}$ of measurable subsets of $X$ will be called a tree if the following conditions are satisfied:
(i) $X \in \mathcal{T}$ and for every $I \in \mathcal{T}$ we have $\mu(I)>0$.
(ii) For every $I \in \mathcal{T}$ there corresponds a finite or countable subset $\mathcal{C}(I) \subseteq \mathcal{T}$ containing at least two elements such that:
(a) the elements of $\mathcal{C}(I)$ are pairwise almost disjoint subsets of $I$,
(b) $I=\bigcup \mathcal{C}(I)$.
(iii) $\mathcal{T}=\bigcup_{m \geq 0} \mathcal{T}_{(m)}$ where $\mathcal{T}_{(0)}=\{X\}$ and $\mathcal{T}_{(m+1)}=\bigcup_{I \in \mathcal{T}_{(m)}} \mathcal{C}(I)$.
(iv) We have $\lim _{m \rightarrow \infty} \sup _{I \in \mathcal{T}_{(m)}} \mu(I)=0$.

For any tree $\mathcal{T}$ we define its exceptional set $E=E(\mathcal{T})$ as follows

$$
\begin{equation*}
E(\mathcal{T})=\bigcup_{I \in \mathcal{T}} \bigcup_{\substack{J_{1}, J_{2} \in \mathcal{C}(I) \\ J_{1} \neq J_{2}}}\left(J_{1} \cap J_{2}\right) . \tag{3.1}
\end{equation*}
$$

It is clear that $E(\mathcal{T})$ has measure 0 .
An easy induction shows that each family $\mathcal{T}_{(m)}$ consists of pairwise almost disjoint sets whose union is $X$. Moreover if $x \in X \backslash E(\mathcal{T})$ then for each $m$ there exists exactly one $I_{m}(x)$ in $\mathcal{T}_{(m)}$ containing $x$. For every $m>0$ there is a $J \in \mathcal{T}_{(m-1)}$ such that $I_{m}(x) \in \mathcal{C}(J)$. Since then $x \in J$ we must have $J=I_{m-1}(x)$. Hence the set $\mathcal{A}(x)=\{I \in \mathcal{T}: x \in I\}$ forms a chain $I_{0}(x)=X \supsetneq I_{1}(x) \supsetneq \ldots$ with $I_{m}(x) \in \mathcal{C}\left(I_{m-1}(x)\right)$ for every $m>0$. From this remark it easily follows that if $I, J \in \mathcal{T}$ and $I \cap J \cap(X \backslash E(\mathcal{T}))$ is nonempty then $I \subseteq J$ or $J \subseteq I$. In particular for any $I, J \in \mathcal{T}$ we have either $\mu(I \cap J)=0$ or one of them is contained in the other. The following gives another property of $\mathcal{T}$ that will be useful later. For a proof see [4].

Lemma 5. For every $I \in \mathcal{T}$ and every $\alpha$ such that $0<\alpha<1$ there exists a subfamily $\mathcal{F}(I) \subseteq \mathcal{T}$ consisting of pairwise almost disjoint subsets of $I$ such that

$$
\begin{equation*}
\mu\left(\bigcup_{J \in \mathcal{F}(I)} J\right)=\sum_{J \in \mathcal{F}(I)} \mu(J)=(1-\alpha) \mu(I) . \tag{3.2}
\end{equation*}
$$

Now given any tree $\mathcal{T}$ we define the maximal operator associated to it as follows

$$
\begin{equation*}
M_{\mathcal{T}} \phi(x)=\sup \left\{\frac{1}{\mu(I)} \int_{I}|\phi| d \mu: x \in I \in \mathcal{T}\right\} \tag{3.3}
\end{equation*}
$$

for every $\phi \in L^{1}(X, \mu)$.
The linearization of this operator we will use has been introduced in [4]. Here we will recall its definition and properties that we will use (for more details see [4]).

Let $\phi \in L^{1}(X, \mu)$ be a nonnegative function and for any $I \in \mathcal{T}$ let

$$
\begin{equation*}
\operatorname{Av}_{I}(\phi)=\frac{1}{\mu(I)} \int_{I} \phi d \mu \tag{3.4}
\end{equation*}
$$

We will say that $\phi$ is $\mathcal{T}$-good if the set $\Lambda_{\phi}=\left\{x \in X \backslash E(\mathcal{T}): M_{\mathcal{T}} \phi(x)>\operatorname{Av}_{I}(\phi)\right.$ for all $I \in \mathcal{T}$ such that $x \in I\}$ has $\mu$-measure zero. If $m \geq 0$ and $\lambda_{I} \geq 0$ for each $I \in \mathcal{T}_{(m)}$ are given then the function $\phi=\sum_{I \in \mathcal{T}_{(m)}} \lambda_{I} \chi_{I}$ (where $\chi_{I}$ denotes the characteristic function of $I)$ is $\mathcal{T}$-good since $\operatorname{Av}_{J}(\phi)=\operatorname{Av}_{P}(\phi)$ whenever $J \in \mathcal{C}(P)$, $P \in \mathcal{T}_{(s)}$ for $s>m$ and so $\Lambda_{\phi}=\varnothing$. We call such a $\phi$ a $\mathcal{T}$-step function. However not all functions are $\mathcal{T}$-good but $\mathcal{T}$-step functions will be enough for our purposes.

Suppose now that $\phi$ is $\mathcal{T}$-good. Then for any $x \in X \backslash\left(E(\mathcal{T}) \cup \Lambda_{\phi}\right)$ (i.e. for $\mu$-almost every $x$ in $X$ ) we define $I_{\phi}(x)$ to be the largest element in the nonempty set $\left\{I \in \mathcal{T}: x \in I\right.$ and $\left.M_{\mathcal{T}} \phi(x)=\operatorname{Av}_{I}(\phi)\right\}$.

Also given any $I \in \mathcal{T}$ let $A(\phi, I)=\left\{x \in X \backslash\left(E(\mathcal{T}) \cup \Lambda_{\phi}\right): I_{\phi}(x)=I\right\} \subseteq I$ and let

$$
\begin{equation*}
\mathcal{S}_{\phi}=\{I \in \mathcal{T}: \mu(A(\phi, I))>0\} \cup\{X\} \tag{3.5}
\end{equation*}
$$

which is a subtree of $\mathcal{T}$. We also define the correspondence $I \rightarrow I^{*}$ with respect to $\mathcal{S}_{\phi}$ as follows: $I^{*}$ is the smallest element of $\left\{J \in \mathcal{S}_{\phi}: I \varsubsetneqq J\right\}$. This is defined for every $I$ in $\mathcal{S}_{\phi}$ except $X$. It is clear that the $A(\phi, I)$ 's for $I \in \mathcal{S}_{\phi}$ are pairwise disjoint and their union has full measure. Their basic properties are the following, $A \approx B$ meaning $\mu(A \backslash B)=\mu(B \backslash A)=0$, (see [4]):
(i) If $I, J \in \mathcal{S}_{\phi}$ then either $A(\phi, J) \cap I=\varnothing$ or $J \subseteq I$.
(ii) If $I \in \mathcal{S}_{\phi}$ then there exists $J \in \mathcal{C}(I)$ such that $J \notin \mathcal{S}_{\phi}$.
(iii) For every $I \in \mathcal{S}_{\phi}$ we have $I \approx \bigcup_{\mathcal{S}_{\phi} \ni J \subseteq I} A(\phi, J)$.
(iv) For every $I \in \mathcal{S}_{\phi}$ we have $A(\phi, I) \approx I \backslash \bigcup_{J \in \mathcal{S}_{\phi}: J^{*}=I} J$ and so

$$
\begin{equation*}
\mu(A(\phi, I))=\mu(I)-\sum_{J \in \mathcal{S}: J^{*}=I} \mu(J) \tag{3.6}
\end{equation*}
$$

In particular (iv) implies

$$
\begin{equation*}
\operatorname{Av}_{I}(\phi)=\frac{1}{\mu(I)} \sum_{J \in \mathcal{S}_{\phi}: J \subseteq I} \int_{A(\phi, J)} \phi d \mu \tag{3.7}
\end{equation*}
$$

so setting

$$
\begin{equation*}
a_{I}=\mu(A(\phi, I)) \text { and } x_{I}=a_{I}^{-1} \int_{A(\phi, I)} \phi d \mu \tag{3.8}
\end{equation*}
$$

for every $I \in \mathcal{S}_{\phi}\left(\right.$ in the case where $\mu(A(\phi, X))=0$ we set $\left.x_{X}=0\right)$ we have

$$
\begin{equation*}
M_{\mathcal{T}} \phi=\sum_{I \in \mathcal{S}_{\phi}}\left(\frac{1}{\mu(I)} \sum_{J \in \mathcal{S}_{\phi}, J \subseteq I} a_{J} x_{J}\right) \chi_{A(\phi, I)} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{X} \phi d \mu=\sum_{I \in \mathcal{S}_{\phi}} \int_{A(\phi, I)} \phi d \mu=\sum_{I \in \mathcal{S}_{\phi}} a_{I} x_{I} \tag{3.10}
\end{equation*}
$$

Using this decomposition of $M_{\mathcal{T}} \phi$ we can now prove the following:
Lemma 6. If the nonnegative function $\phi \in L^{1}(X, \mu)$ is $\mathcal{T}$-good $\int_{X} \phi d \mu=f$ and $\int_{X} \phi^{q} d \mu=h$ then we have

$$
\begin{equation*}
\int_{X}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq h \omega_{q}\left(\frac{f^{q}}{h}\right) \tag{3.11}
\end{equation*}
$$

Proof. We let $\mathcal{S}=\mathcal{S}_{\phi}, a_{I}=\mu(A(\phi, I))$,

$$
\begin{equation*}
\rho_{I}=\frac{a_{I}}{\mu(I)} \in(0,1) \tag{3.12}
\end{equation*}
$$

(except possibly for $I=X$ ) and

$$
\begin{equation*}
y_{I}=\operatorname{Av}_{I}(\phi)=\frac{1}{\mu(I)} \sum_{J \in \mathcal{S}: J \subseteq I} a_{J} x_{J} \tag{3.13}
\end{equation*}
$$

for every $I \in \mathcal{S}$. It is easy to see that

$$
\begin{equation*}
y_{I} \mu(I)=\sum_{J \in \mathcal{S}: J^{*}=I} y_{J} \mu(J)+a_{I} x_{I} \tag{3.14}
\end{equation*}
$$

and so using the concavity of the function $t \rightarrow t^{q}$ we have for any $I \in \mathcal{S}$

$$
\begin{align*}
\left(y_{I} \mu(I)\right)^{q} & =\left(\sum_{J \in \mathcal{S}: J^{*}=I} \tau_{I} \mu(J) \frac{y_{J}}{\tau_{I}}+\sigma_{I} a_{I} \frac{x_{I}}{\sigma_{I}}\right)^{q} \geq \\
& \geq \sum_{J \in \mathcal{S}: J^{*}=I} \tau_{I} \mu(J)\left(\frac{y_{J}}{\tau_{I}}\right)^{q}+\sigma_{I} a_{I}\left(\frac{x_{I}}{\sigma_{I}}\right)^{q} \tag{3.15}
\end{align*}
$$

whenever the $\tau_{I}, \sigma_{I}>0$ satisfy $\tau_{I}\left(\mu(I)-a_{I}\right)+\sigma_{I} a_{I}=\sum_{J \in \mathcal{S}: J^{*}=I} \tau_{I} \mu(J)+\sigma_{I} a_{I}=1$.
We now fix $\beta>0$ and let

$$
\begin{equation*}
\sigma_{I}=\left((\beta+1) \mu(I)-\beta a_{I}\right)^{-1} \text { and } \tau_{I}=(\beta+1) \sigma_{I} \tag{3.16}
\end{equation*}
$$

which satisfy the above relation to get dividing by $\sigma_{I}^{1-q}$

$$
\left((\beta+1) \mu(I)-\beta a_{I}\right)^{1-q}\left(y_{I} \mu(I)\right)^{q} \geq \sum_{J \in \mathcal{S}: J^{*}=I}(\beta+1)^{1-q} \mu(J) y_{J}^{q}+a_{I} x_{I}^{q}
$$

However $x_{I}^{q}=\left(\frac{1}{a_{I}} \int_{A(\phi, I)} \phi\right)^{q} \geq \frac{1}{a_{I}} \int_{A(\phi, I)} \phi^{q}$ and so summing over all $I \in \mathcal{S}$ and using the properties of the $A(\phi, I)$ 's we get

$$
\sum_{I \in \mathcal{S}}\left((\beta+1) \mu(I)-\beta a_{I}\right)^{1-q}\left(y_{I} \mu(I)\right)^{q} \geq \sum_{\substack{J \in \mathcal{S} \\ J \neq X}}(\beta+1)^{1-q} \mu(J) y_{J}^{q}+\int_{X} \phi^{q} d \mu
$$

and so since $y_{X}=f$ we get

$$
\begin{equation*}
(\beta+1)^{1-q} f^{q}-h \geq \sum_{I \in \mathcal{S}}\left[(\beta+1)^{1-q} \mu(I)-\left((\beta+1) \mu(I)-\beta a_{I}\right)^{1-q}(\mu(I))^{q}\right] y_{I}^{q} \tag{3.17}
\end{equation*}
$$

which since

$$
\begin{aligned}
& \frac{1}{\mu(I)}\left[(\beta+1)^{1-q} \mu(I)-\left((\beta+1) \mu(I)-\beta a_{I}\right)^{1-q}(\mu(I))^{q}\right]= \\
& =(\beta+1)^{1-q}-\left((\beta+1)-\beta \rho_{I}\right)^{1-q} \geq(1-q)(\beta+1)^{-q} \beta \rho_{I}
\end{aligned}
$$

gives

$$
(\beta+1)^{1-q} f^{q}-h \geq(1-q)(\beta+1)^{-q} \beta \sum_{I \in \mathcal{S}} a_{I} y_{I}^{q}
$$

and so for any $\beta>0$ we have

$$
\begin{equation*}
\int_{X}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq \frac{1}{1-q} \frac{(\beta+1) f^{q}-(\beta+1)^{q} h}{\beta} . \tag{3.18}
\end{equation*}
$$

Considering now the right hand side of (3.18) as a function of $\beta$ it is easy to see that it is minimized for $\beta$ equal to the unique root of the equation

$$
\begin{equation*}
H_{q}(\beta+1)=(1-q)(\beta+1)^{q}+q(\beta+1)^{q-1}=\frac{f^{p}}{h} \geq 1 \tag{3.19}
\end{equation*}
$$

and so taking $\beta=\omega_{q}\left(\frac{f^{q}}{h}\right)^{1 / q}-1 \geq 0$ in (3.18) and using (3.19) completes the proof of (3.11).

Remark 1. In case $a_{X}=0$ the above proof has to be modified (see [4]). However we will not need this modification since (as property (ii) implies) we have $a_{X}>0$ whenever $\phi$ is a $\mathcal{T}$-step function, and this will be enough as we will see in the proof of the following Theorem.

Next we show that (3.11) holds for general $\phi$ and that it is actually best possible. This is the content of the following.

Theorem 2. For any $0<q<1$ we have (3.20)

$$
\sup \left\{\int_{X}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu: \phi \geq 0, \phi \in L^{1}(X, \mu), \int_{X} \phi d \mu=f, \int_{X} \phi^{p} d \mu=h\right\}=h \omega_{q}\left(\frac{f^{p}}{h}\right) .
$$

Proof. For the general nonnegative $\phi \in L^{1}(X, \mu)$ one can consider the sequence $\left(\phi_{m}\right)$ where $\phi_{m}=\sum_{I \in \mathcal{T}_{(m)}} \operatorname{Av}_{I}(\phi) \chi_{I}$ and set

$$
\Phi_{m}=\sum_{I \in \mathcal{T}_{(m)}} \max \left\{\operatorname{Av}_{J}(\phi): I \subseteq J \in \mathcal{T}\right\} \chi_{I}=M_{\mathcal{T}} \phi_{m}
$$

since $\operatorname{Av}_{J}(\phi)=\operatorname{Av}_{J}\left(\phi_{m}\right)$ whenever $I \subseteq J \in \mathcal{T}$ when $I \in \mathcal{T}_{(m)}$.
Then it is easy to see that

$$
\begin{equation*}
\int_{X} \phi_{m} d \mu=\int_{X} \phi d \mu=f, h_{m}=\int_{X} \phi_{m}^{q} d \mu \geq \int_{X} \phi^{q} d \mu=h \tag{3.21}
\end{equation*}
$$

for all $m$ and that $\Phi_{m}$ converges monotonically almost everywhere to $M_{\mathcal{T}} \phi$. Since as we have seen each $\phi_{m}$ is $\mathcal{T}$-good, (3.11) combined with Lemma 1 (iii) gives

$$
\begin{equation*}
\int_{X} \Phi_{m}^{p} d \mu \leq h_{m} \omega_{q}\left(\frac{f^{q}}{h_{m}}\right) \leq h \omega_{q}\left(\frac{f^{q}}{h}\right) \tag{3.22}
\end{equation*}
$$

and so letting $m \rightarrow \infty$ we get (3.11) for the general $\phi$.

Now to complete the proof of the Theorem we use a similar to [4] construction and for $\alpha$ with $0<\alpha<1$, using Lemma 5 , for every $I \in \mathcal{T}$ we choose a family $\mathcal{F}(I) \subseteq \mathcal{T}$ of pairwise almost disjoint subsets of $I$ such that

$$
\begin{equation*}
\sum_{J \in \mathcal{F}(I)} \mu(J)=(1-\alpha) \mu(I) \tag{3.23}
\end{equation*}
$$

Then we define $\mathcal{S}=\mathcal{S}_{\alpha}$ to be the smallest subset of $\mathcal{T}$ such that $X \in \mathcal{S}$ and for every $I \in \mathcal{S}, \mathcal{F}(I) \subseteq \mathcal{S}$. It is clear that defining the correspondence $I \rightarrow I^{*}$ with respect to this $\mathcal{S}$ we have $J^{*}=I \in \mathcal{S}$ if and only if $J \in \mathcal{F}(I)$ and so writing

$$
\begin{equation*}
A_{I}=I \backslash \bigcup_{J \in \mathcal{S}: J^{*}=I} J \tag{3.24}
\end{equation*}
$$

we have $a_{I}=\mu\left(A_{I}\right)=\mu(I)-\sum_{J \in \mathcal{S}: J^{*}=I} \mu(J)=\alpha \mu(I)$ for every $I \in \mathcal{S}$.
Also it is easy to see that

$$
\begin{equation*}
\mathcal{S}=\bigcup_{m \geq 0} \mathcal{S}_{(m)} \text { where } \mathcal{S}_{(0)}=\{X\} \text { and } \mathcal{S}_{(m+1)}=\bigcup_{I \in \mathcal{S}_{(m)}} \mathcal{F}(I) \tag{3.25}
\end{equation*}
$$

We define the rank $r(I)$ of any $I \in \mathcal{S}$ to be the unique integer $m$ such that $I \in \mathcal{S}_{(m)}$ and for $\lambda, \gamma>0$ to be chosen later we define the $x_{I}$ 's by setting

$$
\begin{equation*}
x_{I}=\lambda \gamma^{r(I)} \tag{3.26}
\end{equation*}
$$

for every $I \in \mathcal{S}$. For every $I \in \mathcal{S}$ and every $m \geq 0$ we have

$$
\begin{equation*}
b_{m}(I)=\sum_{\substack{\mathcal{S} \ni J \subseteq I \\ r(J)=r(\bar{I})+m}} \mu(J)=(1-\alpha)^{m} \mu(I) \tag{3.27}
\end{equation*}
$$

hence

$$
\begin{aligned}
\sum_{I \in \mathcal{S}} a_{I} x_{I}^{r} & =\lambda^{r} \sum_{m \geq 0} \sum_{I \in \mathcal{S}_{(m)}} \gamma^{m r} \alpha \mu(J)=\lambda^{r} \alpha \sum_{m \geq 0} \gamma^{m r} b_{m}(X)= \\
& =\lambda^{r} \alpha \sum_{m \geq 0}\left[\gamma^{r}(1-\alpha)\right]^{m}=\frac{\lambda^{r} \alpha}{1-\gamma^{r}(1-\alpha)}
\end{aligned}
$$

for any $r>0$ such that $\gamma^{r}(1-\alpha)<1$. On the other hand if $\gamma(1-\alpha)<1$

$$
\begin{aligned}
y_{I} & =\frac{1}{\mu(I)} \sum_{J \in \mathcal{S}: J \subseteq I} a_{J} x_{J}=\frac{\lambda}{\mu(I)} \sum_{\mathcal{S} \ni J \subseteq I} \alpha \mu(J) \gamma^{r(J)}= \\
& =\frac{\lambda \alpha}{\mu(I)} \sum_{m \geq 0} \gamma^{m+r(I)} \sum_{\substack{\mathcal{S} \ni J \subseteq I \\
r(J)=r(\bar{I})+m}} \mu(J)= \\
& =\lambda \alpha \gamma^{r(I)} \sum_{m \geq 0} \gamma^{m}(1-\alpha)^{m}=\frac{\alpha}{1-\gamma(1-\alpha)} x_{I}
\end{aligned}
$$

where the $y_{I}$ 's are defined by the first equality above and so

$$
\begin{equation*}
\sum_{I \in \mathcal{S}} a_{I} y_{I}^{q}=\left(\frac{\alpha}{1-\gamma(1-\alpha)}\right)^{q} \sum_{I \in \mathcal{S}} \alpha_{I} x_{I}^{q} \tag{3.28}
\end{equation*}
$$

whereas

$$
\begin{equation*}
y_{X}=\frac{\lambda \alpha}{1-\gamma(1-\alpha)} \tag{3.29}
\end{equation*}
$$

We choose $\lambda=f \alpha^{-1}(1-\gamma(1-\alpha))$ to make $y_{X}=f$ and $\gamma=\frac{z-\alpha}{z(1-\alpha)}$ where $z=z_{q}\left(\alpha, \frac{f^{q}}{h}\right)>1$ is the unique root of $\frac{z^{q}-(1-\alpha)^{1-q}(z-\alpha)^{q}}{\alpha}=\frac{f^{q}}{h}$ furnished by Lemma 2. Obviously $\gamma>1$ and

$$
\gamma^{q}(1-\alpha)<\gamma(1-\alpha)=1-\frac{\alpha}{z}<1
$$

and so we have for these choices of $\lambda, \gamma$

$$
\begin{equation*}
\sum_{I \in \mathcal{S}} x_{I}^{q}=h, y_{X}=f \text { and } \sum_{I \in \mathcal{S}} a_{I} y_{I}^{q}=z_{q}\left(\alpha, \frac{f^{q}}{h}\right)^{q} F \tag{3.30}
\end{equation*}
$$

Next we consider the function

$$
\begin{equation*}
\phi_{\alpha}=\sum_{I \in \mathcal{S}} x_{I} \chi_{A_{I}} \tag{3.31}
\end{equation*}
$$

so that $\int_{X} \phi_{\alpha} d \mu=f, \int_{X} \phi_{\alpha}^{q} d \mu=h$, and since $M_{\mathcal{T}} \phi_{\alpha} \geq \sum_{I \in \mathcal{S}} \operatorname{Av}_{I}\left(\phi_{\alpha}\right) \chi_{A_{I}}$ we have

$$
\begin{equation*}
\int_{X}\left(M_{\mathcal{T}} \phi_{\alpha}\right)^{q} d \mu \geq \sum_{I \in \mathcal{S}} a_{I} y_{I}^{q}=z\left(\alpha, \frac{f^{q}}{h}\right)^{q} F \tag{3.32}
\end{equation*}
$$

Now we let $\alpha \rightarrow 0^{+}$and use Lemma 2 to complete the proof.
Using now Lemma 1 (ii) in (3.20) we get

$$
\begin{equation*}
\int_{X}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu<\frac{1}{1-q}\left(\int_{X} \phi d \mu\right)^{q} \tag{3.33}
\end{equation*}
$$

which is what Kolmogorov's inequality would imply. However since by Lemma 1 (ii) $\lim _{h \rightarrow 0^{+}} h \omega_{q}\left(\frac{f^{p}}{h}\right)=\frac{f^{q}}{1-q}$ the above Theorem implies that (3.33) is actually sharp. When the function $\phi$ satisfies certain additional properties the above proof gives also the following improvement (as shows Lemma 2 for $z_{q}$ ).

Theorem 3. Let $0<q<1$ and suppose $\alpha$ is such that $0<\alpha<1$. If $\phi \geq 0$ is $\mathcal{T}$-good with $\int_{X} \phi d \mu=f, \int_{X} \phi^{p} d \mu=h$ and such that $a_{I}=\mu(A(\phi, I)) \geq \alpha \mu(I)$ for every $I \in \mathcal{S}=\mathcal{S}_{\phi}$ then

$$
\begin{equation*}
\int_{X}\left(M_{\mathcal{T}} \phi\right)^{p} d \mu \leq z_{q}\left(\alpha, \frac{f^{q}}{h}\right) h<\frac{\alpha}{1-(1-\alpha)^{1-q}} f^{q}<\frac{1}{1-q} f^{q} \tag{3.34}
\end{equation*}
$$

and the first of these inequalities is best possible.
Proof. To prove (3.34) we use with $\rho_{I}=\frac{a_{I}}{\mu(I)} \geq \alpha$ the inequality

$$
\frac{(\beta+1)^{1-q}-\left((\beta+1)-\beta \rho_{I}\right)^{1-q}}{\rho_{I}} \geq \frac{(\beta+1)^{1-q}-((\beta+1)-\beta \alpha)^{1-q}}{\alpha}
$$

in (3.17) to get for any $\beta>0$

$$
\begin{equation*}
\int_{X}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq \alpha \frac{(\beta+1)^{1-q} f^{q}-h}{(\beta+1)^{1-q}-(\beta+1-\beta \alpha)^{1-q}} \tag{3.35}
\end{equation*}
$$

instead of (3.18). Now setting $z=\beta+1-\beta \alpha>1$ it is easy to see that the right hand side is minimized when $z$ satisfies (2.5) with $\lambda=\frac{f^{q}}{h}$ and so using Lemma 2 and the equation (2.5) in (3.35) completes the proof of (3.34).

To show that (3.34) is best possible we just use the $\phi_{\alpha}$ in the proof of Theorem 2 for this specific $\alpha$.

The above Theorem has the following application in the case where $X=[0,1]^{n}$, $\mu$ is the Lebesgue measure and $\mathcal{T}=\mathcal{D}$ is the tree of all dyadic subcubes of $[0,1]^{n}$ and therefore $\mathcal{D}_{(m)}$ is the set of all dyadic subcubes of $[0,1]^{n}$ whose sides have length equal to $2^{-m}$.

Proposition 2. Let $0<q<1$. Then:
(i) If $m>0$ and $\phi=\sum_{I \in \mathcal{D}_{(m)}} \lambda_{I} \chi_{I}$ then (with $\int_{X} \phi d \mu=f, \int_{X} \phi^{p} d \mu=h$ )

$$
\begin{equation*}
\int_{X}\left(M_{\mathcal{D}} \phi\right)^{q} d \mu \leq z_{q}\left(2^{-m n}, \frac{f^{q}}{h}\right) h<\frac{1}{2^{m n}-2^{m n q}\left(2^{m n}-1\right)^{1-q}}\|\phi\|_{1}^{q} \tag{3.36}
\end{equation*}
$$

(ii) If $\phi \in L^{1}$ and is nonnegative, decreasing in each variable and convex on $(0,1)^{n}$ then

$$
\begin{equation*}
\left\|M_{\mathcal{D}} \phi\right\|_{p} \leq z_{q}\left(2^{-n}, \frac{f^{q}}{h}\right) h<\frac{1}{2^{n}-2^{n q}\left(2^{n}-1\right)^{1-q}}\|\phi\|_{1}^{q} . \tag{3.37}
\end{equation*}
$$

Proof. Both follow from (3.34). For (3.36) it suffices to observe that $\phi$ is $\mathcal{D}$-good and for any $J \in \mathcal{S}_{\phi}$ we choose $I \in \mathcal{D}_{(m)}$ such that $|A(\phi, J) \cap I|>0$ and note that we must have $I \subseteq A(\phi, J)$ and so $\frac{|A(\phi, J)|}{|J|} \geq 2^{-m n}$.

For (3.37) we use (3.34) for $\alpha=\frac{1}{2^{n}}$ noting that for any $J \in \mathcal{D}$ if $J_{+}$is the square formed by the right halves of the sides of $J$, the assumptions on $\phi$ imply

$$
\begin{equation*}
\operatorname{Av}_{J}(\phi) \geq \sup _{x \in J_{+}} \phi(x) \tag{3.38}
\end{equation*}
$$

and therefore $\phi$ is $\mathcal{D}$-good and for any $J \in \mathcal{S}_{\phi}$ we have $J_{+} \subseteq A(\phi, J)$.
The first part of the above Proposition provides an estimate of the limitation for making the sharp inequality (1.3) an almost equality using dyadic step functions.

## 4. Bellman functions for the Maximal operator related to Kolmogorov's inequality

Here we use the results of the previous sections to study the Bellman functions for $M_{\mathcal{T}}$ defined by (1.6) thus proving our main Theorem 1 .

Let us fix $0<q<1$ and a nonnegative $\phi \in L^{p}(X, \mu)$ such that $\int_{X} \phi^{p} d \mu=F$ and $\int_{X} \phi d \mu=f\left(\right.$ where $\left.f^{p} \leq F\right)$. For any $I \in \mathcal{T}$ we apply Theorem 3 for $\phi$ restricted to $I$ and for the tree $\mathcal{T}(I)=\{J \in \mathcal{T}: J \subseteq I\}$ on the probability space $\left(I, \frac{1}{\mu(I)} \mu\right)$ to get

$$
\begin{equation*}
\operatorname{Av}_{I}\left[\left(M_{\mathcal{T}(I)}\left(\phi \chi_{I}\right)\right)^{q}\right] \leq \operatorname{Av}_{I}\left(\phi^{q}\right) \omega_{p}\left(\frac{\left(\operatorname{Av}_{I}(\phi)\right)^{q}}{\operatorname{Av}_{I}\left(\phi^{q}\right)}\right) \tag{4.1}
\end{equation*}
$$

Next fix $L \geq f$ and let $I_{1}, I_{2}, \ldots$ be all the maximal elements (if any) of $\{J \in \mathcal{T}$ : $\left.\operatorname{Av}_{J}(\phi) \geq L\right\}$. It is clear that the $I_{j}$ 's are pairwise almost disjoint and that writing $K=\bigcup_{j} I_{j}$

$$
\begin{equation*}
\max \left(M_{\mathcal{T}} \phi, L\right)=L \chi_{X \backslash K}+\sum_{j}\left(M_{\mathcal{T}\left(I_{j}\right)}\left(\phi \chi_{I_{j}}\right)\right) \chi_{I_{j}} \tag{4.2}
\end{equation*}
$$

Therefore writing $k=\sum_{j} \mu\left(I_{j}\right)$ and using (4.1) for $I_{1}, I_{2}, \ldots$ we get

$$
\begin{equation*}
\int_{X}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu \leq L^{q}(1-k)+\sum_{j} \alpha_{j} \omega_{q}\left(\frac{\beta_{j}}{\alpha_{j}}\right)^{q} \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{j}=\int_{I_{j}} \phi^{q} d \mu \leq \beta_{j}=\mu\left(I_{j}\right)^{1-q}\left(\int_{I_{j}} \phi d \mu\right)^{q} \tag{4.4}
\end{equation*}
$$

Now we write

$$
\begin{equation*}
A=\sum_{j} \alpha_{j}=\int_{K} \phi^{q} d \mu \leq h \text { and } B=\sum_{j}\left(\mu\left(I_{j}\right)^{q-1} \beta_{j}\right)^{1 / q}=\int_{K} \phi d \mu \leq f \tag{4.5}
\end{equation*}
$$

note that

$$
\begin{equation*}
k^{1-q} B^{q}=\left(\sum_{j} \mu\left(I_{j}\right)\right)^{1-q}\left(\sum_{j}\left(\mu\left(I_{j}\right)^{q-1} \beta_{j}\right)^{1 / q}\right)^{q} \geq \sum_{j} \beta_{j} \geq A \tag{4.6}
\end{equation*}
$$

and use the concavity of $\omega_{q}$ provided by Lemma 1 (i) to conclude that

$$
\begin{align*}
\int_{X}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu & \leq L^{q}(1-k)+A \omega_{q}\left(\frac{\sum_{j} \beta_{j}}{A}\right) \leq \\
& \leq L^{q}(1-k)+A \omega_{q}\left(\frac{k^{1-q} B^{q}}{A}\right) \tag{4.7}
\end{align*}
$$

The parameters $A, B$ and $k$ satisfy the following inequalities

$$
\begin{equation*}
A \leq k^{1-q} B^{q}, A \leq h, B \leq f, 0 \leq k \leq 1 \text { and } h-A \leq(1-k)^{1-q}(f-B)^{q} \tag{4.8}
\end{equation*}
$$

the last one being just $\int_{X \backslash K} \phi^{q} d \mu \leq \mu(X \backslash K)^{1-q}\left(\int_{X \backslash K} \phi d \mu\right)^{q}$ (we also have $B \geq k L$ by the choice of the $I_{j}$ 's).

Conversely assuming that $0<k<1, B<f$ and $A, B$ satisfy the inequalities (4.8) we fix $\delta$ in $(0,1)$ we use Lemma 5 to pick a family $\left\{I_{1}, I_{2}, \ldots\right\}$ of pairwise almost disjoint elements of $\mathcal{T}$ such that $\sum_{j} \mu\left(I_{j}\right)=k$. Next since $A \leq k^{1-q} B^{q}$ using Theorem 3 for each $j$ we choose a nonnegative $\phi_{j} \in L^{p}\left(I_{j}, \frac{1}{\mu\left(I_{j}\right)} \mu\right)$ such that

$$
\begin{equation*}
\int_{I_{j}} \phi_{j}^{q} d \mu=\frac{A}{k} \mu\left(I_{j}\right), \int_{I_{j}} \phi_{j} d \mu=\frac{B}{k} \mu\left(I_{j}\right) \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{I_{j}}\left(M_{\mathcal{T}\left(I_{j}\right)}\left(\phi_{j}\right)\right)^{q} d \mu \geq \delta \frac{A}{k} \omega_{q}\left(\frac{k^{1-q} B^{q}}{A}\right) \mu\left(I_{j}\right) \tag{4.10}
\end{equation*}
$$

Next we choose a $\psi \in L^{p}(X \backslash K, \mu)$ such that

$$
\begin{equation*}
\int_{X \backslash K} \psi^{q} d \mu=h-A>0 \text { and } \int_{X \backslash K} \psi d \mu=f-B>0 \tag{4.11}
\end{equation*}
$$

where $K=\bigcup_{j} I_{j}$ which is possible by (4.8) and define

$$
\begin{equation*}
\phi=\psi \chi_{X \backslash K}+\sum_{j} \phi_{j} \chi_{I_{j}} \tag{4.12}
\end{equation*}
$$

Then $\int_{X} \phi d \mu=f \leq L, \int_{X} \phi^{q} d \mu=h$ and

$$
\begin{equation*}
\int_{X}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu \geq L^{q}(1-k)+\delta A \omega_{q}\left(\frac{k^{1-q} B^{q}}{A}\right)^{q} \tag{4.13}
\end{equation*}
$$

Letting now $\delta \rightarrow 1^{-}$we have proved the following:

$$
\begin{gather*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1)=\sup \left\{L^{q}(1-k)+A \omega_{q}\left(\frac{k^{1-q} B^{q}}{A}\right): k^{1-q} B^{q} \geq A, A \leq h,\right. \\
\left.B<f, 0<k<1 \text { and }(1-k)^{1-q}(f-B)^{q} \geq h-A\right\} . \tag{4.14}
\end{gather*}
$$

The inequalities (4.8) for $k, A$ and $B$ imply that $(1-k)^{1-q}(f-B)^{q}+k^{1-q} B^{q} \geq h$ and $A \geq h-(1-k)^{1-q}(f-B)^{q}=C$ and so using now Lemma 1 (iii) we conclude that $A \omega_{q}\left(\frac{k^{1-q} B^{q}}{A}\right) \leq C \omega_{q}\left(\frac{k^{1-q} B^{q}}{C}\right)$ if $h>(1-k)^{1-q}(f-B)^{q}$ and

$$
A \omega_{q}\left(\frac{k^{1-q} B^{q}}{A}\right)<\lim _{z \rightarrow 0^{+}} z \omega_{q}\left(\frac{k^{1-q} B^{q}}{z}\right)=\frac{k^{1-q} B^{q}}{1-q}
$$

if $h \leq(1-k)^{1-q}(f-B)^{q}$ so using the notation of (2.20), (2.21) and Lemma 4 we have

$$
\begin{aligned}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1) & =\sup \left\{R_{k, h}(B)+L^{q}(1-k): 0<k<1,0<B<f \text { and } l_{k}(B) \geq h\right\}= \\
& =\sup _{0<k<1}\left[h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(x\left(\frac{f^{q}}{h}, k\right)\right)\right)+\left(L^{q}-f^{q} x\left(\frac{f^{q}}{h}, k\right)^{q}\right)(1-k)\right]
\end{aligned}
$$

and so by Lemma 3 (iii) with $\xi=1$ and $\mu=\frac{L}{f}>1$ we have proved the following
Proposition 3. For any tree $\mathcal{T}$ on $(X, \mu)$ and any $0<q<1$ we have

$$
\begin{equation*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1)=h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{L}{f}\right)\right) . \tag{4.15}
\end{equation*}
$$

Next to compute $\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)$ for $0<k<1$ in a similar as in [4] way suppose that $\phi, E$ satisfy the requirements in the corresponding definition, choose $u>0$ such that

$$
\begin{equation*}
\mu\left(\left\{M_{\mathcal{T}} \phi>u\right\}\right) \leq k \leq \mu\left(\left\{M_{\mathcal{T}} \phi \geq u\right\}\right) \tag{4.16}
\end{equation*}
$$

and choose a measurable $D$ such that $V_{1}=\left\{M_{\mathcal{T}} \phi>u\right\} \subseteq D \subseteq\left\{M_{\mathcal{T}} \phi \geq u\right\}=V_{2}$ and $\mu(D)=k$ (note that $\mu$ is assumed nonatomic). Since $M_{\mathcal{T}} \phi \leq u$ on $E \backslash V_{1}$ it is easy to see that

$$
\begin{equation*}
\int_{E}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq \int_{D}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \tag{4.17}
\end{equation*}
$$

and defining $s \in[0,1]$ by $\mu(D)=s \mu\left(V_{1}\right)+(1-s) \mu\left(V_{2}\right)$ we also have (since $M_{\mathcal{T}} \phi=u$ on $\left.V_{2} \backslash V_{1}\right)$

$$
\begin{equation*}
\int_{D}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu=s \int_{V_{1}}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu+(1-s) \int_{V_{2}}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \tag{4.18}
\end{equation*}
$$

Now since each of the $V_{1}, V_{2}$ is a union of families $\left\{I_{j}^{(1)}\right\},\left\{I_{r}^{(2)}\right\}$ consisting of pairwise almost disjoint elements maximal under $\operatorname{Av}_{I}(\phi)>u$ (resp. $\geq u$ ) and
we clearly have $M_{\mathcal{T}} \phi=M_{\mathcal{T}(I)} \phi$ for each of those $I$ 's, arguing as in the case of $\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1)$ and using (4.17) and (4.18) we have

$$
\begin{equation*}
\int_{E}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq \sum_{j} s \alpha_{j}^{(1)} \omega_{q}\left(\frac{\beta_{j}^{(1)}}{\alpha_{j}^{(1)}}\right)+\sum_{r}(1-s) \alpha_{r}^{(2)} \omega_{q}\left(\frac{\beta_{r}^{(2)}}{\alpha_{r}^{(2)}}\right) \tag{4.19}
\end{equation*}
$$

where $\alpha_{j}^{(1)}=\int_{I_{j}^{(1)}} \phi^{q} d \mu \leq \beta_{j}^{(1)}=\mu\left(I_{j}^{(1)}\right)^{1-q}\left(\int_{I_{j}^{(1)}} \phi d \mu\right)^{q}, \alpha_{r}^{(2)}=\int_{I_{r}^{(2)}} \phi^{q} d \mu \leq \beta_{r}^{(2)}=$ $\mu\left(I_{r}^{(2)}\right)^{1-q}\left(\int_{I_{r}^{(2)}} \phi d \mu\right)^{q}$. Hence using Lemma 1 (i) we have

$$
\begin{equation*}
\int_{K}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq A \omega_{q}\left(\frac{\sum_{j} s \beta_{j}^{(1)}+\sum_{r}(1-s) \beta_{r}^{(2)}}{A}\right) \tag{4.20}
\end{equation*}
$$

where

$$
\begin{equation*}
A=\sum_{j} s \alpha_{j}^{(1)}+\sum_{r}(1-s) \alpha_{r}^{(2)}=s \int_{V_{1}} \phi^{q} d \mu+(1-s) \int_{V_{2}} \phi^{q} d \mu \leq h \tag{4.21}
\end{equation*}
$$

Setting

$$
\begin{equation*}
B=s \int_{V_{1}} \phi d \mu+(1-s) \int_{V_{2}} \phi d \mu \leq f \tag{4.22}
\end{equation*}
$$

and noting that $k=\mu(D)=\sum_{j} s \mu\left(I_{j}^{(1)}\right)+\sum_{r}(1-s) \mu\left(I_{r}^{(2)}\right)$ it is easy to see using (3.15) that

$$
\begin{equation*}
k^{1-q} B^{q} \geq \sum_{j} s \beta_{j}^{(1)}+\sum_{r}(1-s) \beta_{r}^{(2)} \geq A \tag{4.23}
\end{equation*}
$$

and so since $\omega_{q}$ is increasing we have

$$
\begin{equation*}
\int_{E}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu \leq A \omega_{q}\left(\frac{k^{1-q} B^{q}}{A}\right) \tag{4.24}
\end{equation*}
$$

Moreover we note that $A, B$ satisfy all the inequalities in (4.8) ( $k$ being now fixed) the last now being just

$$
\begin{equation*}
\int_{X} \phi^{q} \eta d \mu \leq\left(\int_{X} \eta d \mu\right)^{1-q}\left(\int_{X} \phi \eta d \mu\right)^{q} \tag{4.25}
\end{equation*}
$$

where $\eta=s \chi_{X \backslash V_{1}}+(1-s) \chi_{X \backslash V_{2}}$.
In the same as in the case for $\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1)$ way and using, for any $A, B$ satisfying (4.8) (with $k$ fixed), the functions $\phi$ defined by (4.12) we get the following

$$
\begin{equation*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)=\sup \left\{R_{k}(B): 0 \leq B \leq f \text { and } l_{k}(B) \geq h\right\} \tag{4.26}
\end{equation*}
$$

where $l_{k}$ and $R_{k}$ are defined by (2.20) and (2.21).
Hence Lemma 4 implies.
Proposition 4. We have

$$
\begin{equation*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)=h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(x\left(\frac{f^{q}}{h}, k\right)\right)\right)-f^{q} x\left(\frac{f^{q}}{h}, k\right)^{q}(1-k) . \tag{4.27}
\end{equation*}
$$

Now to prove our main Theorem 1 we let $w>0$ be such that

$$
\begin{equation*}
\mu\left(\left\{\max \left(M_{\mathcal{T}} \phi, L\right)>w\right\}\right) \leq k \leq \mu\left(\left\{\max \left(M_{\mathcal{T}} \phi, L\right) \geq w\right\}\right) \tag{4.28}
\end{equation*}
$$

choose a measurable set $K$ such that $U_{1}=\left\{\max \left(M_{\mathcal{T}} \phi, L\right)>w\right\} \subseteq K \subseteq\left\{\max \left(M_{\mathcal{T}} \phi, L\right) \geq\right.$ $u\}=U_{2}$ and $\mu(K)=k$ and as with (4.17) we get

$$
\begin{equation*}
\int_{E}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu \leq \int_{K}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu \tag{4.29}
\end{equation*}
$$

We then consider two cases:
(i) If $w>L$ then $M_{\mathcal{T}} \phi>L$ on $K$ and so (4.29) and $\mu(K)=k$ gives

$$
\begin{equation*}
\int_{E}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu \leq \mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k) \tag{4.30}
\end{equation*}
$$

(ii) If $w=L$ then let $\mu\left(U_{1}\right)=k_{1} \leq k$ and note that $M_{\mathcal{T}} \phi \leq L$ on $K \backslash U_{1}$ to get

$$
\begin{align*}
\int_{E}\left(\max \left(M_{\mathcal{T}} \phi, L\right)\right)^{q} d \mu & \leq \int_{U_{1}}\left(M_{\mathcal{T}} \phi\right)^{q} d \mu+\int_{K \backslash U_{1}} L^{q} d \mu \leq \\
& \leq \mathcal{B}_{q}^{\mathcal{T}}\left(f, h, f, k_{1}\right)+L^{q}\left(k-k_{1}\right) \tag{4.31}
\end{align*}
$$

Conversely given $0<k_{1} \leq k$ for any $0<\delta<1$ choose a $\tilde{\phi}$ satisfying the requirements and a measurable set $E_{1} \subseteq X$ with $\mu\left(E_{1}\right)=k_{1}$ that satisfy

$$
\int_{E_{1}}\left(M_{\mathcal{T}} \tilde{\phi}\right)^{q} d \mu \geq \delta \mathcal{B}_{q}^{\mathcal{T}}\left(f, h, f, k_{1}\right)
$$

and then choose a measurable $E_{2} \subseteq X \backslash E_{1}$ with $\mu\left(E_{2}\right)=k-k_{1}$. Then $E=E_{1} \cup E_{2}$ satisfies $\mu(E)=k$ and
$\int_{E}\left(\max \left(M_{\mathcal{T}} \tilde{\phi}, L\right)\right)^{q} d \mu \geq \int_{E_{1}}\left(M_{\mathcal{T}} \tilde{\phi}\right)^{q} d \mu+L^{q} \mu\left(E_{2}\right)=\delta \mathcal{B}_{q}^{\mathcal{T}}\left(f, h, f, k_{1}\right)+L^{q}\left(k-k_{1}\right)$.
Letting $\delta \rightarrow 1^{-}$we have proved that

$$
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, k)=\sup _{0<k_{1} \leq k}\left[\mathcal{B}_{q}^{\mathcal{T}}\left(f, h, f, k_{1}\right)+L^{q}\left(1-k_{1}\right)\right]-L^{q}(1-k)
$$

But now (4.27) and Lemma 3 (iii) complete the proof of Theorem 1.

## 5. Proof of Proposition 1

We will show first that for any $I \in \mathcal{T}_{(1)}=\mathcal{C}(X)$ (see Definition 1)

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \frac{1}{\mu(I)} \int_{I} \phi_{m} d \mu \leq f \tag{5.1}
\end{equation*}
$$

Suppose not and choose an $I \in \mathcal{T}_{(1)}$ such that (5.1) is not satisfied and assume choosing a subsequence that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{\mu(I)} \int_{I} \phi_{m} d \mu=f_{1}>f \text { and } 0 \leq \lim _{m \rightarrow \infty} \frac{1}{\mu(I)} \int_{I} \phi_{m}^{q} d \mu=h_{1} \leq f_{1}^{q} \tag{5.2}
\end{equation*}
$$

Then letting $\tau=\mu(I) \in(0,1)$ we also have

$$
\begin{align*}
0 \leq & \lim _{m \rightarrow \infty} \frac{1}{\mu(X \backslash I)} \int_{X \backslash I} \phi_{m} d \mu=\frac{f-\tau f_{1}}{1-\tau}<f \text { and } \\
& \lim _{m \rightarrow \infty} \frac{1}{\mu(X \backslash I)} \int_{X \backslash I} \phi_{m}^{q} d \mu=\frac{h-\tau h_{1}}{1-\tau} \geq 0 . \tag{5.3}
\end{align*}
$$

Consider the trees $\mathcal{T}^{*}=\{J \in \mathcal{T}: J \subseteq I\}$ on the probability space $\left(I, \frac{1}{\tau} \mu\right)$ and $\mathcal{T}^{* *}=\{X \backslash I\} \cup\{J \in \mathcal{T}: J \subseteq X \backslash I\}$ on the probability space $\left(X \backslash I, \frac{1}{1-\tau} \mu\right)$ and note that in view of $f_{1}>f$ for all sufficiently large $m$ we have

$$
\begin{equation*}
M_{\mathcal{T}} \phi_{m}=M_{\mathcal{T}^{*}} \phi_{m} \text { on } I \text { and } M_{\mathcal{T}} \phi_{m}=\max \left(M_{\mathcal{T}^{* *}} \phi_{m}, f\right) \text { on } X \backslash I \tag{5.4}
\end{equation*}
$$

hence using (1.13) and (1.14) we get

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \int_{I}\left(M_{\mathcal{T}} \phi_{m}\right)^{q} d \mu \leq \tau h_{1} \omega_{q}\left(\frac{f_{1}^{q}}{h_{1}}\right) \text { if } h_{1}>0 \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \int_{I}\left(M_{\mathcal{T}} \phi_{m}\right)^{q} d \mu \leq \frac{\tau f_{1}^{q}}{1-q} \text { if } h_{1}=0 \tag{5.6}
\end{equation*}
$$

(where in the case $h_{1}=0$ we just used (2.2)) and

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \int_{X \backslash I}\left(M_{\mathcal{T}} \phi_{m}\right)^{q} d \mu \leq\left(h-\tau h_{1}\right) \omega_{q}\left(\frac{(1-q)(1-\tau) f^{q}+q f^{q-1}\left(f-\tau f_{1}\right)}{h-\tau h_{1}}\right) \tag{5.7}
\end{equation*}
$$

if $h>\tau h_{1}$ and

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \int_{X \backslash I}\left(M_{\mathcal{T}} \phi_{m}\right)^{q} d \mu \leq(1-\tau) f^{q}+\frac{q}{1-q} f^{q-1}\left(f-\tau f_{1}\right) \tag{5.8}
\end{equation*}
$$

if $h=\tau h_{1}$.
In the case $0<h_{1}<\tau h(5.5),(5.7),(1.16)$ and the concavity of $\omega_{q}$ give

$$
\begin{equation*}
h \omega_{q}\left(\frac{f^{q}}{h}\right) \leq h \omega_{q}\left(\frac{\tau f_{1}^{q}+(1-q)(1-\tau) f^{q}+q f^{q-1}\left(f-\tau f_{1}\right)}{h}\right) \tag{5.9}
\end{equation*}
$$

which since $\omega_{q}$ is increasing gives $f^{q} \leq \tau f_{1}^{q}+(1-q)(1-\tau) f^{q}+q f^{q-1}\left(f-\tau f_{1}\right)$ which gives $f_{1}^{q} \geq(1-q) f^{q}+q f^{q-1} f_{1}$ which is a contradiction since $0<q<1$ and $f_{1}>f>0$.

If $h_{1}=0$ then (5.6), (5.7) and (1.16) give

$$
\begin{equation*}
h \omega_{q}\left(\frac{f^{q}}{h}\right) \leq h \omega_{q}\left(\frac{(1-q)(1-\tau) f^{q}+q f^{q-1}\left(f-\tau f_{1}\right)}{h}\right)+\frac{\tau f_{1}^{q}}{1-q} \tag{5.10}
\end{equation*}
$$

and since Lemma 1 easily implies

$$
\begin{equation*}
\omega_{q}(a)-\omega_{q}(b)>\frac{1}{1-q}(a-b) \tag{5.11}
\end{equation*}
$$

whenever $a>b \geq 1(5.10)$ gives $f^{q}<\tau f_{1}^{q}+(1-q)(1-\tau) f^{q}+q f^{q-1}\left(f-\tau f_{1}\right)$ which is a contradiction (since $0<\tau<1$ ) even if we had assumed $f_{1} \geq f$.

If $\tau h_{1}=h$ then (5.5), (5.8) and (1.16) give

$$
\begin{equation*}
h \omega_{q}\left(\frac{f^{q}}{h}\right) \leq h \omega_{q}\left(\frac{\tau f_{1}^{q}}{h}\right)+(1-\tau) f^{q}+\frac{q}{1-q} f^{q-1}\left(f-\tau f_{1}\right) \tag{5.12}
\end{equation*}
$$

which again using (5.11) leads to a contradiction even if we had assumed $f_{1} \geq f$.
This proves (5.1) and then since

$$
\begin{equation*}
f=\lim _{m \rightarrow \infty} \sum_{I \in \mathcal{T}_{(1)}} \int_{I} \phi_{m} d \mu \leq \sum_{I \in \mathcal{T}_{(1)}} \limsup _{m \rightarrow \infty} \int_{I} \phi_{m} d \mu \leq \sum_{I \in \mathcal{T}_{(1)}} f \mu(I)=f \tag{5.13}
\end{equation*}
$$

we conclude (taking subsequences) that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{\mu(I)} \int_{I} \phi_{m} d \mu=f \tag{5.14}
\end{equation*}
$$

for every $I \in \mathcal{T}_{(1)}$. Moreover the above arguments show that for any $I \in \mathcal{T}_{(1)}$ and any subsequence $\left(\phi_{m_{j}}\right)$ such that $\lim _{j \rightarrow \infty} \frac{1}{\mu(I)} \int_{I} \phi_{m_{j}}^{q} d \mu=h_{1}$ we must have $0<\mu(I) h_{1}<h$ and then we must also have equality in (5.9) which follows from (5.5) and (5.7) which in view of the strict concavity of $\omega_{q}$ implies (with $\tau=\mu(I)$ ) that $\frac{f^{q}}{h_{1}}=\frac{(1-q)(1-\tau) f^{q}+q f^{q-1}(f-\tau f)}{h-\tau h_{1}}$ hence that $h_{1}=h$. Thus the first two equalities in (1.17) hold for any $I \in \mathcal{T}_{(1)}$. But since we also must have equality in (5.5) where now $f_{1}=f, h_{1}=h$ we conclude that also the third equality in (1.17) holds for any $I \in \mathcal{T}_{(1)}$. Now the proof of Proposition 1 can be easily completed by induction on the levels of the tree $\mathcal{T}$.

## 6. Approximations of the Bellman functions, scaling and Kolmogorov's inequality

Here we will derive certain estimates for the various Bellman functions in order to get some idea on what Theorem 1 says and then we will use them to study the behavior of the dyadic maximal function on $\mathbb{R}^{n}$ and the various Bellman functions that come from (1.4). One could obtain better approximations by iterating the corresponding estimates in Lemmas 1 and 3. We first have the following.

Proposition 5. The following estimates hold
(i)

$$
\begin{equation*}
\frac{f^{q}-q f^{q-1} h^{\frac{1}{q}}}{1-q}<\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, 1)<\frac{f^{q}-q(1-q)^{\frac{1}{q}-1} f^{q-1} h^{\frac{1}{q}}}{1-q} \tag{6.1}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1)<\frac{(1-q) L^{q}+q L^{q-1} f-q(1-q)^{\frac{1}{q}-1}\left((1-q) L^{q}+q L^{q-1} f\right)^{1-\frac{1}{q}} h^{\frac{1}{q}}}{1-q} \tag{ii}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1)>\frac{(1-q) L^{q}+q L^{q-1} f-q\left((1-q) L^{q}+q L^{q-1} f\right)^{1-\frac{1}{q}} h^{\frac{1}{q}}}{1-q} \tag{6.3}
\end{equation*}
$$

$\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)<\frac{1}{1-q} k^{1-q}\left(f-\left(\frac{1-q}{1-q+k}\right)^{1 / q}(1-k) h^{1 / q}\right)^{q}\left(1-q\left(\frac{1-q}{1-q+k}\right)^{1 / q} k \frac{h^{1 / q}}{f}\right)$
and

$$
\begin{equation*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)>\frac{1}{1-q} k^{1-q}\left(f-(1-k) h^{1 / q}\right)^{q} . \tag{6.5}
\end{equation*}
$$

(iv) The unique in $\left(0, \frac{f}{L}\right)$ solution $k_{0}=k_{0}(f, h, L)$ of the equation $H_{q}\left(\frac{L(1-k)}{f-L k}\right)=$ $\frac{f^{q}}{h} H_{q}\left(\frac{L}{f}\right)$ satisfies

$$
\begin{equation*}
0<\frac{f-h^{1 / q}}{L-h^{1 / q}}<k_{0}(f, h, L)<\frac{f-(1-q)^{1 / q} h^{1 / q}}{L-(1-q)^{1 / q} h^{1 / q}}<\frac{f}{L} . \tag{6.6}
\end{equation*}
$$

Proof. (i) and (ii) follow from Corollary 1 combined with Lemma 1 (iv). For (iii) we let $\lambda=\frac{f^{q}}{h}>1$ and using the equation satisfied by $x_{\lambda}(k)$ and (4.27) we get

$$
\begin{equation*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)=h\left(\frac{x_{\lambda}(k)(1-k)}{1-k x_{\lambda}(k)}\right)^{q}-f^{q} x_{\lambda}(k)^{q}(1-k) . \tag{6.7}
\end{equation*}
$$

But (2.11) gives

$$
\begin{equation*}
\left(\frac{1-k}{1-k x_{\lambda}(k)}\right)^{q}\left(1-\frac{k x_{\lambda}(k)}{(1-q) x_{\lambda}(k)+q}\right)=\lambda(1-k)=\frac{f^{q}}{h}(1-k) \tag{6.8}
\end{equation*}
$$

hence using (6.8) in (6.7) we get

$$
\begin{align*}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k) & =f^{q} k x_{\lambda}(k)^{q} \frac{(1-k) x_{\lambda}(k)}{(1-q) x_{\lambda}(k)+q-k x_{\lambda}(k)}= \\
& =f^{q} k x_{\lambda}(k)^{q}\left[1-\frac{q\left(1-k x_{\lambda}(k)\right)}{(1-q) x_{\lambda}(k)+q-k x_{\lambda}(k)}\right] \tag{6.9}
\end{align*}
$$

Now (6.4) follows by using (2.19) from Lemma 3 (iv) in (6.9) after observing that trivially (from $1<x_{\lambda}(k)<\frac{1}{k}$ )

$$
\begin{equation*}
(1-q) x_{\lambda}(k)+q-k x_{\lambda}(k)<\max \left(1-k, \frac{(1-q)(1-k)}{k}\right)<\frac{1}{k} \tag{6.10}
\end{equation*}
$$

To prove (6.5) we use the lower bound from (2.19) in the first equality in (6.9) after observing (now from $\left.\frac{1}{k}\left(1-(1-k) \lambda^{-1 / q}\right)<x_{\lambda}(k)<\frac{1}{k}\right)$ that

$$
\begin{align*}
\frac{(1-q) x_{\lambda}(k)+q-k x_{\lambda}(k)}{1-k} & >\min \left(\frac{1-q}{k}\left(1-\lambda^{-1 / q}\right)+\lambda^{-1 / q}, \frac{1-q}{k}\right)> \\
& >\frac{1-q}{k}\left(1-(1-k) \lambda^{-1 / q}\right) \tag{6.11}
\end{align*}
$$

To prove (6.6) we write (using (2.11)) the equation for $k_{0}$ as

$$
\begin{equation*}
\frac{h\left(1-k_{0}\right)^{q}}{\left(f-L k_{0}\right)^{q}}=\frac{1-k_{0}}{1-k_{0} \frac{L}{(1-q) L+q f}} \tag{6.12}
\end{equation*}
$$

and note that since $L>f$ and $0<k_{0}<\frac{f}{L}$ the right hand side of (6.12) is between 1 and $\frac{1}{1-q}$ (one could also use Lemma 1 (iv) in (1.12)).

Clearly the above Proposition provides estimates for the full Bellman function $\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, k)$ since Theorem 1 implies

$$
\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k)=\left\{\begin{array}{l}
\mathcal{B}_{q}^{\mathcal{T}}(f, h, L, 1)-L^{q}(1-k) \text { if } k \geq k_{0}(f, h, L)  \tag{6.13}\\
\mathcal{B}_{q}^{\mathcal{T}}(f, h, f, k) \text { if } k<k_{0}(f, h, L)
\end{array}\right.
$$

Now we come to the dyadic maximal operator on $\mathbb{R}^{n}$, consider a nonnegative $\phi \in L^{1}\left(\mathbb{R}^{n}\right)$ let $\|\phi\|_{1}=\int_{\mathbb{R}^{n}} \phi$ and fix a dyadic cube $Q$. Let $\mathcal{D}_{n}(Q)$ denote the tree of dyadic subcubes of $Q$ on the probability space $\left(Q, \frac{1}{|Q|}|\cdot|\right)$. Then we get from the above Proposition and Corollary 1 (where $M_{\mathcal{D}_{n}(Q)}$ denotes the local maximal operator with respect to the tree $\mathcal{D}_{n}(Q)$ and $M_{d}$ the usual dyadic maximal operator on $\mathbb{R}^{n}$ ).

Corollary 2. We have for any $q$ with $0<q<1$.

$$
\begin{equation*}
\int_{Q}\left(M_{\mathcal{D}_{n}(Q)} \phi\right)^{q}<\frac{|Q|^{1-q}}{1-q}\left[\left(\int_{Q} \phi\right)^{q}-q(1-q)^{\frac{1}{q}-1}|Q|^{1-\frac{1}{q}}\left(\int_{Q} \phi\right)^{q-1}\left(\int_{Q} \phi^{q}\right)^{1 / q}\right] . \tag{i}
\end{equation*}
$$

(ii) If $L=\sup _{Q^{\prime}: Q \subseteq Q^{\prime}} \operatorname{Av}_{Q^{\prime}}(\phi) \leq|Q|^{-1}\|\phi\|_{1}$ then
$\int_{Q}\left(M_{d} \phi\right)^{q}<\frac{(1-q) L^{q}|Q|+q L^{q-1} \int_{Q} \phi-q(1-q)^{\frac{1}{q}-1}\left(\int_{Q} \phi^{q}\right)^{1 / q}\left((1-q) L^{q}|Q|+q L^{q-1} \int_{Q} \phi\right)^{1-\frac{1}{q}}}{1-q}$
and
(6.16)

$$
\int_{Q}\left(M_{d} \phi\right)^{q}<\frac{|Q|^{1-q}}{1-q}\left[(1-q)\|\phi\|_{1}^{q}+q\|\phi\|_{1}^{q-1} \int_{Q} \phi-q(1-q)^{\frac{1}{q}-1}|Q|^{1-\frac{1}{q}}\left(\int_{Q} \phi^{q}\right)^{1 / q}\|\phi\|_{1}^{q-1}\right]
$$

(iii) If $E \subseteq Q$ is measurable then

$$
\begin{equation*}
\int_{E}\left(M_{\mathcal{D}_{n}(Q)} \phi\right)^{q}<\frac{|E|^{1-q}}{1-q}\left[\int_{Q} \phi-\left(\frac{(1-q)|Q|}{(1-q)|Q|+|E|}\right)^{1 / q}\left(1-\frac{|E|}{|Q|}\right)|Q|^{-\frac{1}{q}+1}\left(\int_{Q} \phi^{q}\right)^{1 / q}\right]^{q} \tag{6.17}
\end{equation*}
$$

(iv) With the above notation

$$
\begin{equation*}
\int_{E}\left(M_{d} \phi\right)^{q}<\frac{|E|^{1-q}}{1-q}\left[\int_{Q} \phi-\left(\frac{(1-q)|Q|}{(1-q)|Q|+|E|}\right)^{1 / q}\left(1-\frac{|E|}{|Q|}\right)|Q|^{-\frac{1}{q}+1}\left(\int_{Q} \phi^{q}\right)^{1 / q}\right]^{q} \tag{6.18}
\end{equation*}
$$

when $|E| \leq k_{0}|Q|$ and

$$
\begin{equation*}
\int_{E}\left(M_{d} \phi\right)^{q}<\frac{(1-q) L^{q}|E|+q L^{q-1} \int_{Q} \phi-q(1-q)^{\frac{1}{q}-1}\left(\int_{Q} \phi^{q}\right)^{1 / q}\left[(1-q) L^{q}|Q|+q L^{q-1} \int_{Q} \phi\right]^{1-\frac{1}{q}}}{1-q} \tag{6.19}
\end{equation*}
$$

when $|E|>k_{0}|Q|$ where the number $k_{0}$ satisfies
$\frac{\int_{Q} \phi-|Q|^{-\frac{1}{q}+1}\left(\int_{Q} \phi^{q}\right)^{1 / q}}{L|Q|-|Q|^{-\frac{1}{q}+1}\left(\int_{Q} \phi^{q}\right)^{1 / q}}<k_{0}<\frac{\int_{Q} \phi-(1-q)^{1 / q}|Q|^{-\frac{1}{q}+1}\left(\int_{Q} \phi^{q}\right)^{1 / q}}{L|Q|-(1-q)^{1 / q}|Q|^{-\frac{1}{q}+1}\left(\int_{Q} \phi^{q}\right)^{1 / q}}<\frac{1}{L|Q|} \int_{Q} \phi$.
(v) Moreover when $|E| \geq \frac{1}{L} \int_{Q} \phi$ we have

$$
\begin{equation*}
\int_{E}\left(M_{d} \phi\right)^{q}<\frac{L^{q}|E|}{1-q} \leq \frac{|E||Q|^{-q}\|\phi\|_{1}^{q}}{1-q} \leq \frac{|E|^{1-q}\|\phi\|_{1}^{q}}{1-q} \tag{6.21}
\end{equation*}
$$

and when $k_{0}|Q|<|E|<\frac{1}{L} \int_{Q} \phi$ we have

$$
\begin{equation*}
\int_{E}\left(M_{d} \phi\right)^{q}<|Q| h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{|Q|}{|E|}\right)\right)-f^{q}\left[\left(\frac{|Q|}{|E|}\right)^{q}-\left(\frac{|Q|}{|E|}\right)^{q-1}\right]<\frac{|E|^{1-q}}{1-q}\left(\int_{Q} \phi\right)^{q} \tag{6.22}
\end{equation*}
$$

Proof. (i)-(iv) follow easily from the previous Proposition, noting that (6.16) follows by first using the inequality $L \leq|Q|^{-1}\|\phi\|_{1}$ in (4.15) and then using Lemma 1 (iv). Also from (6.19) when $|E| \geq \frac{1}{L} \int_{Q} \phi$ we easily get (6.21). When $k_{0}|Q|<$ $|E|<\frac{1}{L} \int_{Q} \phi$ we can argue as follows. We note that (with $f=\frac{1}{|Q|} \int_{Q} \phi$ and $\left.h=\frac{1}{|Q|} \int_{Q} \phi^{q}\right)$ the function $P(z)=h \omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{z}{f}\right)\right)-z^{q}(1-k)$ is increasing in $z$ when $H_{q}\left(\frac{z(1-k)}{f-z k}\right) \geq \frac{f^{q}}{h} H_{q}\left(\frac{z}{f}\right)$ and $f<z<\frac{f}{k}$, the proof being similar to that of Lemma 3 using Lemma 1 and the inequality $\omega_{q}\left(\frac{f^{q}}{h} H_{q}\left(\frac{z}{f}\right)\right) \leq\left(\frac{z(1-k)}{f-z k}\right)^{q}$, to get

$$
\begin{equation*}
P^{\prime}(z) \geq \frac{1}{1-q} h \frac{\frac{z(1-k)}{f-z k}}{\frac{z(1-k)}{f-z k}-1} \frac{f^{q}}{h} q(1-q) \frac{1}{f}\left(\frac{z}{f}\right)^{q-2}\left(\frac{z}{f}-1\right)-q z^{q-1}(1-k)=0 \tag{6.23}
\end{equation*}
$$

so with $k=\frac{|E|}{|Q|}$ we can replace $L$ by $\frac{f}{k}$ in the Bellman function and use Lemma 1 (ii) (a better estimate would follow from Lemma 1 (iv)) to get (6.22).

It is clear that by Proposition 5 all of the above estimates tend to be sharp when $\int_{Q} \phi$ is fixed and $\int_{Q} \phi^{q}$ tends to 0 . These thus show that Kolmogorov's inequality on $M_{\mathcal{D}_{n}(Q)} \phi$ and $M_{d}$ is sharp (when $\int_{Q} \phi^{q}$ tends to 0 ) and provide improvements the sharp form of which is obtained by appropriately scaling the exact estimates in Theorem 1 and Corollary 1.
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