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Abstract

Three-dimensional perturbations producing optimal energy growth in stratified, unbounded constant shear flow are determined. The optimal perturbations are intrinsically three-dimensional in structure. Streamwise rolls emerge as the optimally growing perturbations at long times, but their energy growth factor is limited by stratification to $E \approx O(1/Ri)$, where $Ri$ is the Richardson number. The perturbations that attain the greatest energy growth in the flow are combinations of Orr solutions and roll solutions that maximize their energy growth in typically $O(10)$ advective time units. These optimal perturbations are localized in the high-shear regions of the boundary layer and are associated with strong updrafts and downdrafts that evolve into streamwise velocity streaky structures in the form of hairpin vortices in agreement with observations.

1. Introduction

Transport processes in the atmospheric boundary layer have long been the subject of both theoretical and practical interest. Applications include ventilation of the planetary boundary layer (PBL) associated with pollution transport, air–sea interaction and cloud street formation, and parameterization of heat and momentum transport for numerical weather prediction models and climate models. Observations reveal that disturbances in these flows are organized to a significant degree into coherent motions (cf. Kuettner 1959; LeMone 1973, 1976; Nicholls and Reading 1979; Brown 1970; Christian and Wakimoto 1989; Mahrt 1991; Etling and Brown 1993) that are responsible for the majority of turbulent transport. The structure of coherent motions in the planetary boundary layer can be simulated and analyzed in large eddy simulations (LESs) (cf. Mason and Sykes 1980; Mason and Thomson 1987; Sykes and Henn 1989; Moeng and Sullivan 1994; Lin et al. 1996). It has become apparent both from observations and simulation that the shear layer at the ground in a neutrally stratified planetary boundary layer is dominated by streaky structures, with high and low velocity fluid aligned nearly parallel to the mean flow, which occur in association with updrafts and downdrafts (Moeng and Sullivan 1994; Lin et al. 1996).

Large-scale perturbation coherent structures have also been observed in unstratified boundary layer laboratory flows (Townsend 1956, 1970; Kline et al. 1967; Cantwell 1981). Direct numerical simulations (DNSs) of turbulent laboratory shear flows at moderate Reynolds numbers (cf. Moin and Kim 1982) reveal that these coherent motions have a universal structure: in the sublayer they appear as quasi-streamwise roll vortices while above the sublayer they take the form of hairpin vortices and double roller eddies, both of which are associated with high and low velocity streaks. Recently, Lin et al. (1996) studied the coherent structures found in an LES of a turbulent neutrally stable PBL. Despite differences in scale, Reynolds number, and boundary conditions, the coherent structures in PBL turbulence turn out to be the same as those found in turbulent laboratory shear flows.

It is generally agreed that the mechanism responsible for formation of these coherent structures is linear, and therefore the coherent structures and their universal nature should emerge from analysis of the linear operator linearized about the mean flow that governs the perturbation dynamics. This is evident in the LES study of Mason and Thomson (1987) where it is shown that the coherent structures and their transport properties depend primarily on the average background flow and in the study of Lee et al. (1990) in which turbulent fields resulting from DNS integrations were compared to those produced using the associated linearized equations starting from the same initial isotropic turbulent field.

It was realized early on (Taylor 1914; Ekman 1927) that the laminar Ekman spiral is seldom observed in the PBL, indicating that it is not stable. The instability of the laminar Ekman flow has been demonstrated in diverse PBL conditions: in convectively unstable PBLs (cf. Kuo 1963), in neutrally stratified PBLs (Lilly 1966; Brown 1970; Foster 1997), in mildly stratified PBLs...
Fig. 1. Evolution of the amplitude of the zonal velocity $u^*$ (dashed line) and vertical velocity $w^*$ (dashed line) for two-dimensional plane wave perturbations with $k = 1$, $l = 6$, and $m = 0$ in unstratified inviscid constant shear unbounded flow. The continuous curves show the evolution of the corresponding perturbation velocities in the presence of stratification. The Richardson number is $R_i = 0.25$. Note that the presence of stratification diminishes the amplitude of the vertical velocity, which reaches a maximum when the wave is vertical at $t = l/k = 6$. Note also because of the two-dimensionality of the perturbation the zonal perturbation velocity decays algebraically with time. At the initial stages of the evolution the perturbation velocities have opposite signs and the associated downgradient Reynolds stress implies perturbation energy growth.

Fig. 2. Evolution of the amplitude of the zonal velocity $u^*$ (dashed line) and vertical velocity $w^*$ (dashed line) for three-dimensional plane wave perturbations with $k = 1$, $l = 6$, and $m = 1$ in unstratified inviscid constant shear unbounded flow. The continuous curves show the evolution of the corresponding perturbation velocities in the presence of stratification. The Richardson number is $R_i = 0.25$. Note that, as for two-dimensional perturbations, the presence of stratification diminishes the amplitude of the vertical velocity resulting in reduced zonal perturbation velocities. The zonal perturbation velocity does not decay to zero in the inviscid limit but asymptotes to a constant value.

(Etling 1971; Brown 1972), and even in some cases in strongly stratified PBLs (Kaylor and Faller 1972). But the asymptotic instability of the laminar Ekman profile does not imply that the breakdown of the laminar PBL will be dominated by the structure of the most unstable mode. Recently, Foster (1997) studied perturbation growth in a neutrally stratified laminar Ekman layer for Reynolds numbers characteristic of the PBL. He did not limit his analysis to the growth of single modes but considered the growth of general initial conditions. He demonstrated, using optimal perturbation theory, that the optimal initial perturbations lead to perturbation growth that is at least an order of magnitude larger than the growth associated with the most unstable mode in the flow.

The findings of Foster (1997) are a general consequence of the nonnormality of the operator governing the perturbation dynamics. Nonnormal operators$^1$ have nonorthogonal eigenfunctions and as a result the least table (or most unstable) eigenfunction is generally indicative of the perturbation evolution only for large times, which is of limited interest in predicting breakdown of the laminar flow which usually occurs before instabilities dominate the perturbation structure. The theory of optimal perturbations, advanced by Farrell (1988), successfully predicts the structures that dominate transition to turbulence in laboratory shear flows (Butler and Farrell 1992; Farrell and Ioannou 1993a; Reddy and Henningson 1993; Trefethen et al. 1993; for a review refer to the recent monograph of Schmid and Henningson 2000). Similarly, in the PBL understanding the transition process requires identifying the optimal perturbations producing the perturbation structure. Such analysis is equally important for mean flows that are stable or weakly unstable; Brown (1970), for example, has argued that the turbulent mean velocity profile resulting from equilibration of the instabilities of the laminar Ekman spiral is asymptotically stable. Therefore the dominant perturbation structures that emerge will be nonmodal.

The theory of optimal perturbations can be extended to account for perturbation structure in fully turbulent flows. In the turbulent boundary layer the optimal perturbations over an eddy turnover time, identify the coherent structures. Butler and Farrell (1993) obtained in this way the spacing of the streaks in a turbulent boundary layer and Farrell and Ioannou (1998) obtained the temporal and spatial spectrum of the observed variance in a turbulent laboratory boundary layer.

It was shown in Farrell and Ioannou (1993a, hereafter FIa) that the coherent structures in boundary layers form by a synergism in boundary layers between the Orr mech-

$^1$ A nonnormal operator is an operator that does not commute with its adjoint in a given inner product. In fluid stability studies the inner product is usually taken to be the perturbation energy.
anism, in which a perturbation leaning against the shear intensifies as it is sheared over producing strong vertical velocities (Orr 1907), and the roll mechanism, in which a vertical velocity induces a zonal velocity perturbation in the presence of shear (Moffat 1967; Ellingsen and Palm 1975; Landahl 1980). It was proposed by Fla that the roll mechanism is predominantly responsible for generating the streamwise rolls associated with long streaky regions of velocity excess and deficit in the viscous sublayer where the coherence time is long and that the synergistic Orr–roll mechanism accounts for the generation of the hairpin vortices in the turbulent region above the sublayer, where the coherence time is shorter.

It should be stressed that the assumption inherent in this theory is that the coherent structures emerge from organization by the nonlinear dynamic of incoherent background motions. After they have grown these coherent structures break down into incoherent debris under the action of nonlinear advection. The breakdown process in this theory does not need to be described in detail because it is assumed that the mature phases of the coherent structures do not persist to produce orderly regeneration of new coherent structures as it has been suggested in connection with minimal turbulent flow realizations (Jimenez and Moin 1991) or low-order truncations of turbulent flow (cf. Waleffe 1997, or the monograph of Holmes et al. 1998).

Optimal perturbation theory can readily explain the observed universality of the coherent structures across diverse shear flows because the growth of optimal perturbations does not depend on details of the flow, as the structures arise from the universal Orr and roll mechanisms (Farrell and Ioannou 1993b, hereafter Flb). Especially revelatory was the fact that the coherent structures can be obtained by considering the evolution of perturbations in an unbounded constant shear flow, for which analytic solutions exist (Fla, Flb).

In this paper we investigate the optimal growing perturbations in the stably stratified boundary layer. Exploiting the universality of the optimal growth mechanism we investigate for simplicity the stability of an unbounded constant shear flow. The goal is to analyze in detail the most energetic structures that can arise in three-dimensional stratified shear flows, the optimally growing two-dimensional perturbations in stratified flow having been already investigated by Farrell and Ioannou (1993c, hereafter Flc), who obtained analytic solutions in the manner of Phillips (1966) and Hartman (1975). The results obtained in this paper for an unbounded flow can be readily adapted to the PBL, as it suffices to consider bounded perturbations with the appropriate for the context scale. Naturally, our analysis can only address perturbations with scales shorter than the scale of the domain. However, the assumption of constant shear and constant stratification does limit the analysis. For example, internal gravity propagation toward regions of high Richardson number are not included in the analysis. Both the case of flows with boundaries and flows of varying shear and stratification are currently under investigation and will be reported elsewhere.

2. Formulation

a. The evolution equations for three-dimensional perturbations

Consider a mean zonal velocity with constant shear $U(z) = \alpha z$ varying only in the vertical in a hydrostatically balanced stratified atmosphere of density: $\rho(z) = \rho_s + \rho_o(z)$, in which $\rho_s$ is the vertically averaged density and $\rho_o(z)$ the hydrostatically balanced departure from $\rho_s$. Velocity perturbations in the zonal ($x$), meridional (or spanwise) ($y$), and vertical ($z$) directions are denoted, respectively, $(u, v, w)$, while the perturbation density field is denoted as $\rho$ and the perturbation pressure field as $p$. We consider the evolution of perturbations in a region of limited vertical extent so that the Boussinesq approximation applies. The linearized nondimensional momentum, thermodynamic, and continuity equations, under the Boussinesq approximation, are

$$
(\partial_t + z \partial_z)u + w = -\partial_z p + \frac{1}{Re} \nabla^2 u, \quad (1)
$$

$$
(\partial_t + z \partial_z)v = -\partial_z p + \frac{1}{Re} \nabla^2 v, \quad (2)
$$

$$
(\partial_t + z \partial_z)w = -\partial_z p - Ri \rho + \frac{1}{Re} \nabla^2 w, \quad (3)
$$

$$
(\partial_t + z \partial_z)\rho = w + \frac{1}{Re} \nabla^2 \rho, \quad (4)
$$

$$
\partial_t u + \partial_x v + \partial_y w = 0. \quad (5)
$$

Time has been nondimensionalized by $1/\alpha$, where $\alpha$ is the shear; horizontal and vertical lengths by $L = U_s/\alpha$, where $U_s$ is a typical mean flow velocity; and pressure by $\rho_s U_s^2$. For flows that extend to infinity there is no externally imposed length scale. In such cases we consider as the length scale the characteristic size of the perturbations. The Brunt–Väisälä frequency $N$ is defined as $N^2 = -(g/\rho_m) \delta \rho_m/\delta z$, where $g$ is the gravitational acceleration. The Richardson number is defined as $\text{Re} = N^2/\alpha^2$, where $N_o$ is a typical value of the Brunt–Väisälä frequency and the Reynolds number is $\text{Re} = (\rho_s U_s N^2/\mu)$, where $\mu$ is the coefficient of viscosity. Density has been nondimensionalized by $(\rho_s U_s N^2)/(\alpha g)$. The coefficient of diffusion has been chosen to be equal to the coefficient of kinetic viscosity, that is, the Prandtl number has been chosen to be 1. In the sequel for simplicity we will assume that the mean state has a constant Brunt–Väisälä frequency.

The perturbation energy density consists of two forms of energy, the kinetic energy defined as

$$
T = \frac{u^2 + w^2 + v^2}{2}, \quad (6)
$$
where the bar denotes an average over space and the potential energy defined as

\[ V = \frac{Ri}{2}. \tag{7} \]

The evolution equation for the kinetic energy is given:

\[ \frac{dT}{dt} = -\overline{uw} - Ri\overline{\rho w} \]

\[ - \frac{1}{Re} [(\overline{u^2}) + (\overline{v^2}) + (\overline{w^2})]. \tag{8} \]

The perturbation potential energy evolves according to

\[ \frac{dV}{dt} = Ri\overline{\rho w} - \frac{Ri}{Re} (\overline{\rho w}). \tag{9} \]

Consequently, the total energy evolution is given by

\[ \frac{dE}{dt} = -\overline{uw} \]

\[ - \frac{1}{Re} [(\overline{u^2}) + (\overline{v^2}) + (\overline{w^2}) + Ri(\overline{\rho^2})]. \tag{10} \]

implying that except from energy dissipation given by the second term, perturbation energy grows exclusively by exchange with the mean flow when the Reynolds stress term \( \overline{uw} \) is downgradient (of opposite sign to the mean flow shear). Note that the buoyancy flux term \( \overline{\rho w} \) does not contribute to the net energetics and is only responsible for energy exchange between the kinetic and the potential forms.

Eliminating pressure from (1), (2) we get the vertical vorticity equation

\[ \left( \partial_t + z\partial_z - \frac{1}{Re} \nabla^2 \right) \zeta = \partial_z \omega, \tag{11} \]

where

\[ \zeta = \partial_z \nu - \partial_z \mu \tag{12} \]

is the perturbation vertical vorticity.

Taking the divergence of the momentum equations (1), (2), (3) and using the continuity equation (5) the perturbation pressure is found to be given by

\[ \nabla^2 p = -2\partial_z w - Ri\partial_t \rho. \tag{13} \]

Applying the Laplacian operator to (3) and eliminating the pressure using (13) we obtain

\[ \left( \partial_t + z\partial_z - \frac{1}{Re} \nabla^2 \right) \nabla^2 w = -Ri(\partial_z^2 + \partial_x^2)\rho. \tag{14} \]

In this way we arrive at three self-contained evolution equations for the vorticity \( \zeta \), vertical velocity \( w \), and perturbation density \( \rho \):

\[ \left( \partial_t + z\partial_z - \frac{1}{Re} \nabla^2 \right) \zeta = \partial_z \omega, \tag{15} \]

\[ \left( \partial_t + z\partial_z - \frac{1}{Re} \nabla^2 \right) \nabla^2 w = -Ri(\partial_z^2 + \partial_x^2)\rho, \tag{16} \]

\[ \left( \partial_t + z\partial_z - \frac{1}{Re} \nabla^2 \right) \rho = w. \tag{17} \]

All other perturbation fields can be obtained from the \( \zeta, w, \) and \( \rho \) fields, which we will use in the sequel as our field variables. Because we are interested in the generic effects of shear on the evolution of the perturbations we will not impose boundary conditions on the perturbations and we will consider the evolution in an unbounded domain. It is then advantageous to study the evolution of perturbations in the convected coordinates introduced by Kelvin (1887) (see also Farrell 1987; Lindzen 1990).

b. Perturbation dynamics in a convected frame of reference

We make a transformation to a new set of coordinate frame \( (\xi, \eta, \nu) \) that is sheared with the mean flow:

\[ \xi = x - zt, \quad \eta = y, \quad \nu = z, \quad \tau = t. \tag{18} \]

Under this coordinate transformation, \( \partial_x = \partial_{\xi}, \partial_z = \partial_{\eta}, \partial_t = \partial_\tau, \) and \( \partial_{\xi} = \partial_x - \partial_\tau, \) the perturbation equations (15), (16), (17) become

\[ \left( \partial_\tau - \frac{1}{Re} \nabla^2 \right) \zeta = \partial_\eta w, \tag{19} \]

\[ \left( \partial_\tau - \frac{1}{Re} \nabla^2 \right) \nabla^2 w = -Ri(\partial_\xi^2 + \partial_\eta^2)\rho, \tag{20} \]

\[ \left( \partial_\tau - \frac{1}{Re} \nabla^2 \right) \rho = w, \tag{21} \]

where the Laplacian operator is now given by \( \nabla^2 = [\partial_\xi^2 + \partial_\eta^2 + (\partial_\eta - \eta \partial_\xi)]^2 \). Note that in the convected coordinate frame the field equations are spatially homogeneous and the vertical inhomogeneity of the original set has been transformed to a temporal inhomogeneity.

Single Fourier components of the solution of (19), (20), (21) with spatial dependence \( e^{i(\xi,\eta,\nu)} \) are then analyzed. These waves are progressively sheared and can be followed from an initial state in which the lines of constant phase are leaning against the shear, to a state in which the phase lines are vertical (at \( t = l/\lambda \)), to a state in which the phase lines lean with the shear. The time development of the perturbation fields is found from solution of the time-dependent differential equation

\[ \frac{d\phi}{dt} = A(t)\phi. \tag{22} \]
where $\phi$ is the column vector of the Fourier amplitudes of the field variables: $\phi = [\hat{\xi}, \hat{\nu}, \hat{\rho}]^T$, and the matrix $A(t)$ is given by

$$
A(t) = \begin{pmatrix}
-\frac{K(t)^2}{\text{Re}} & \text{im} & 0 \\
0 & \frac{2k(l - kt)}{K(t)^2} - \frac{K(t)^2}{\text{Re}} & -\frac{\text{Re}(k^2 + m^2)}{K(t)^2} \\
0 & 1 & -\frac{K(t)^2}{\text{Re}}
\end{pmatrix},
$$

where $K(t)^2 = k^2 + m^2 + (l - kt)^2$ is the square of the time-dependent total wavenumber of the plane wave.

c. Perturbation energy density and energetics for plane waves

We will at first study the dynamics of a single Fourier component. The perturbation energy density of a single plane wave is given in terms of the Fourier amplitudes (denoted with carets) by

$$
E = \frac{\hat{u}^2 + \hat{w}^2 + \hat{v}^2}{2} + \text{Re} \frac{\hat{\rho}^2}{2} = \frac{[\hat{u}]^2 + [\hat{w}]^2 + [\hat{v}]^2}{4} + \text{Re} \frac{[\hat{\rho}]^2}{4}.
$$

The energy density takes then the following form in terms of the field variables:

$$
E = \frac{1}{4(k^2 + m^2)}(\hat{\xi}^2 + K(t)^2\hat{\nu}^2) + \text{Re} \frac{[\hat{\rho}]^2}{4},
$$

where the first term is the perturbations kinetic energy $T$ and the second term $\text{Re} [\hat{\rho}]^2$ is the perturbation potential energy $V$. The energy density can be written compactly as the quadratic form $E = \phi^T\mathbf{M}\phi$, where $\phi$ is the state vector, $\hat{\phi}$ denotes the Hermitian transpose, and $\mathbf{M}$ the positive Hermitian matrix:

$$
\mathbf{M} = \frac{1}{4(k^2 + m^2)} \begin{pmatrix}
1 & 0 & 0 \\
0 & K(t)^2 & 0 \\
0 & 0 & \text{Re}(k^2 + m^2)
\end{pmatrix},
$$

The evolution equation for the kinetic energy density (8) for a plane wave becomes

$$
\frac{dT}{dt} = -\frac{1}{2} \Re(\dot{\hat{u}}\hat{\nu}) - \frac{\text{Re}}{2} \Re(\dot{\hat{\rho}}\hat{\nu}) - \frac{2K(t)^2T}{\text{Re}},
$$

where $\Re$ denotes the real part of a complex number. The Reynolds stress $\Re(\dot{\hat{u}}\hat{\nu})$ gives the vertical flux of horizontal momentum, and $\Re(\dot{\hat{\rho}}\hat{\nu})$ the buoyancy flux. Similarly, the potential energy $V$ evolution (9) satisfies the equation

$$
\frac{dV}{dt} = \frac{\text{Re}}{2} \Re(\dot{\hat{\rho}}\hat{\nu}) - \frac{2K(t)^2V}{\text{Re}}.
$$

The total energy evolution equation thus becomes

$$
\frac{dE}{dt} = -\frac{1}{2} \Re(\dot{\hat{\nu}}\hat{\nu}) - \frac{2K(t)^2E}{\text{Re}}.
$$

d. Basic characteristics of the evolution of perturbations in a shear flow

Consider first two-dimensional plane wave perturbations with no spanwise dependence (i.e., $m = 0$). The evolution of such two-dimensional perturbations in an unstratified and inviscid flow follows the well-known Orr mechanism intensification process (cf. Farrell 1987). The vertical and zonal velocities evolve according to

$$
\dot{\hat{\nu}} = \hat{\nu}_0 k^2 + (l - kt)^2 e^{ikx + ily - \lambda t},
$$

$$
\dot{\hat{u}} = -(l/k - t)\hat{\nu},
$$

where $\hat{\nu}_0$ is the initial amplitude of the vertical velocity. The plane wave is seen to rotate shearing over in the direction of the mean flow. If the plane wave initially leans against the shear, that is, $lk > 0$, the Reynolds stress $\nu\nu$ is negative and remains negative up to the time $t_e = lk$ when the phase lines are vertical, for later times $t > t_e$ the plane wave leans in the direction of the shear producing a positive Reynolds stress. Consequently, according to (31) the energy transiently grows for $t < t_e$ achieving a maximum at $t_e$. For $t > t_e$ the energy monotonically decays. During this evolution the vertical velocity reaches a maximum when the phase lines are vertical, while the zonal velocity vanishes. The typical evolution of the velocity amplitudes is shown in Fig. 1. Note that even in an inviscid flow both the perturbation velocity components asymptotically decay to zero (not shown in the figure).

Stable stratification modifies only slightly the evolution of two-dimensional perturbations. Because the vertical velocity of perturbations is opposed by the gravitational field the vertical velocity is reduced during the tilting of the plane wave. For comparison the amplitude of the velocity fields for a stratified flow with $\text{Ri} = 0.25$ are shown in Fig. 1. The initial conditions are the same as those in the unstratified flow. Because the Reynolds stress $\nu\nu$ in the stratified case is smaller the resulting perturbation energy growth is reduced. It can be shown that for large Richardson numbers the maximum energy growth is only the square root of the energy growth achieved by the same plane wave in unstratified flow.
(Farrell and Ioannou 1993c). It should be noted that the vertical velocity in a stratified flow induces density perturbations, which if large, can lead to unstable density stratification that can cause collapse of the plane wave by convective overturning. This process limits the validity of the perturbation equations and will be discussed in the next section.

Consider now three-dimensional perturbations in an inviscid unstratified flow. In that case there is a notable class of solutions for perturbations that do not vary zonally, that is, \( k = 0 \), often referred to as roll solutions (Moffat 1967; Ellingsen and Palm 1975; Landahl 1980). In that case plane wave perturbations have constant vertical and meridional (or spanwise) velocity amplitudes while the zonal perturbation velocity grows linearly, that is,

\[
\hat{u} = \hat{u}_0 + \hat{w}_0 t, \quad \hat{w} = \hat{w}_0, \quad \hat{v} = \hat{v}_0. \tag{33}
\]

The presence of viscosity eventually intercepts this linear growth at times of the order of the Reynolds number and the maximum perturbation energy growth achieved is of the order of \( O(Re^2) \). Although the roll perturbations grow secularly with time, their growth rate is gradual, and they are expected to dominate the perturbation structure in high-shear regions and whenever the flow is coherent over a long time. As a result these three-dimensional perturbations are central in the process of transition of laboratory turbulent shear flows to turbulence where the flow is laminar, and are also prevalent in the viscous layer in turbulent flows where both the shear and the coherence time, measured in units of inverse shear, are large.

Consider now a general oblique perturbation in an unstratified flow. The degree of obliqueness will be measured by the angle \( \Theta = \tan^{-1}(m/k) \), which is subtended by the phase lines on the horizontal \((x, y)\) plane with the zonal direction, \( x \). For roll perturbations, \( k = 0 \), and \( \Theta = 90^\circ \), while for two-dimensional perturbations confined in a vertical plane, \( m = 0 \), and \( \Theta = 0 \). The evolution of the vertical velocity amplitudes is given (Farrell and Ioannou 1993a) for inviscid flow by the expression

\[
\hat{w} = \hat{w}_0 \frac{k^2 + l^2 + m^2}{k^2 + (l - kt)^2 + m^2}, \tag{34}
\]

while the horizontal velocity amplitude evolution is given by

\[
\hat{u} = \hat{u}_0 \frac{m(k^2 + l^2 + m^2)}{k(k^2 + m^2)^{3/2}} \times \left[ \tan^{-1} \left( \frac{l - kt}{k^2 + m^2} \right) - \tan^{-1} \left( \frac{l}{k^2 + m^2} \right) \right] - \frac{k(l - kt)}{k^2 + m^2} \hat{w}. \tag{35}
\]

The vertical velocity for oblique waves reaches a maximum again at the time \( t \), when the phase lines are vertical, but now this maximum is reduced due to the flow in the spanwise, \( y \), direction. Again as in the two-dimensional case \((m = 0)\) the vertical velocity algebraically decays to zero. The horizontal velocity on the other hand increases rapidly in the beginning due to the increase in vertical velocity while the plane wave tilts over, but then asymptotes in the absence of any viscosity to a constant value. Consequently, oblique perturbations can rapidly increase their perturbation energy by combining the Orr intensification of the vertical velocity, as for the two-dimensional evolution, with a rapid intensification of the zonal velocity induced by the vertical velocity, as for roll perturbations. Oblique perturbations have the distinct signature of rapid growth of the vertical velocity (identified by sudden updrafts or downdrafts) followed by the development of strong streaks in the zonal flow (regions with large zonal velocity perturbation). Indeed above the viscous sublayer of laboratory turbulent shear flows, where perturbations can grow coherently over typically \( O(10) \) advective time units before they get disrupted, the perturbation structure is dominated by these streaky perturbations that have an angle of obliqueness of approximately \( \Theta = 60^\circ \) and are formed after bursts in the vertical velocity as predicted by the oblique solutions (Farrell and Ioannou 1993a). In Fig. 2 we plot the typical evolution of the vertical and horizontal velocity amplitudes for unstratified inviscid flow.

In order to discuss the large time behavior we must include the effects of viscosity. It is easily seen that in the presence of viscosity all the fields exponentially attenuate with time as \( \exp \left[-1/Re \int_0^t K^\prime(s) \, ds\right] \), where \( K^\prime(t) \) is the square sum of the wavenumbers. It is important to note that while for roll perturbations \((k = 0)\) the \( e \)-folding time is \( O(Re) \), for oblique perturbations the \( e \)-folding time is of the order of \( O(3Re/k^2)^{1/3} \). As a result the perturbations that are expected to yield the largest energy growth at large times are expected to be invariably roll perturbations.

The leading large time asymptotic behavior of perturbations in inviscid stratified flow is easily determined. While the vertical velocity and density for \( k \neq 0 \) decay with leading behavior \( \hat{w} \approx t^{-3/2+\nu} \) and \( \hat{\rho} \approx t^{-1/2+\nu} \), where \( \nu = [1/4 - Ri(1 + m^2/k^2)]^{1/2} \) (for \( \nu = 0 \) a logarithmic factor must be included in the asymptotic expressions), the vertical vorticity asymptotes to

\[
\hat{\zeta} = \hat{\zeta}_0 - \text{imp} + O(t^{-1/2+\nu}), \tag{36}
\]

and the horizontal velocity to

\[
\hat{u} = \frac{im(\hat{\zeta}_0 - \text{imp})}{k^2 + m^2} + O(t^{-1/2+\nu}). \tag{37}
\]

Note that the asymptotic expression for the vertical vorticity is obtained from the fact that in inviscid flow the potential vorticity \( \hat{\zeta} - \text{imp} \) is a conserved quantity. Hence in three-dimensional inviscid stratified flow while the perturbation potential energy decays in time (for \( k \neq 0 \)) the kinetic energy asymptotes to a constant value.

The effects of stratification are now qualitatively described. The vertical velocity grows while the plane wave tilts over but the magnitude of the maximum vertical velocity is reduced by the presence of stratification,
because the vertical motion is opposed by the gravitational restoring force, and the resulting magnitude of the emergent streak is similarly reduced. A typical evolution of the velocity fields \((u, w)\) for Richardson number \(Ri = 0.25\) is shown in Fig. 2. The initial velocity field has been chosen to be the same with the unstratified evolution shown in Fig. 2. Because increased obliqueness also reduces the vertical velocity it is expected that perturbations that grow the most in stratified flow will be configured closer to the vertical plane, with smaller \(\Theta\). The identification of the optimally growing perturbations is systematically pursued in the sequel.

e. Possibility of convective overturning

In stratified flow the amplification of the density perturbations may lead to convectively unstable regions. If such regions develop, the perturbation field may collapse by convective overturning and the plane wave solutions cease to be valid. It was calculated by FfC that two-dimensional perturbations with initial energy density of 1% of the background energy density may rapidly convectively overturn in flows with Richardson numbers smaller than 0.8, and it was suggested that this mechanism was the cause of the observed collapse of turbulence in stratified flows (Turner 1979; Itsweire et al. 1986; Thorpe 1987). Because the magnitude of the intensification of the density field depends on the amplification of the vertical velocities, it is expected that two-dimensional perturbations (with \(m = 0\)) are the most efficient perturbations to develop unstable stratification. We assess here the possibility of collapse of three-dimensional perturbations.

We consider the ratio of the maximum perturbation density gradient measured by \(n^2 = [(g/p_w)\partial\hat{\rho}/\partial z]\) to the background Brunt–Väisälä frequency \(N_0^2\) of the background flow. Whenever the perturbation Brunt–Väisälä frequency exceeds the perturbations 2-\(\frac{g}{\rho_w}\) the perturbation field has been chosen to be the same with the unstratified background flow. The initial perturbation energy density has been taken to be 1% of the energy density of the background flow. Whenever the perturbation Brunt–Väisälä frequency exceeds \(N_0^2\) the perturbations may convectively overturn. This may happen very rapidly \((t < 8)\) for perturbations in flows with \(Ri < 0.4\).

Consider an initial plane wave perturbation with \(k = 1, l = 6,\) and \(m = 1\). Initially the density perturbation is zero and the initial energy density has been chosen to be 1% of the background energy density. The evolution of \(n^2/N_0^2\) as a function of time is shown in Fig. 3. We observe that perturbations may break in a few (7 to 10) advective time units for \(Ri < 0.4\), while for larger \(Ri\) the development of statically unstable regions is delayed. For comparison we show in the same graph evolution of two-dimensional perturbations \((m = 0)\) that demonstrates that three-dimensional perturbations delay the production of statically unstable regions.

3. The growth of rolls in stratified flow

The evolution of zonally independent perturbations obey the following equations:

\[
\begin{align*}
\frac{\partial}{\partial t} - \frac{1}{\text{Re}}(\partial_z^2 + \partial_z^2) u + w &= 0, \\
\frac{\partial}{\partial t} - \frac{1}{\text{Re}}(\partial_z^2 + \partial_z^2) (\partial_z w - \partial_x u) &= \text{Ri} \partial_z \rho, \\
\frac{\partial}{\partial z} w + \partial_x u &= 0, \\
\frac{\partial}{\partial t} - \frac{1}{\text{Re}}(\partial_z^2 + \partial_z^2) \rho &= w.
\end{align*}
\]
The amplitudes then of wave solutions of the form \([u, w, \rho] = [\hat{u}(t), \hat{w}(t), \hat{\rho}(t)]e^{i(\omega t + \phi)}\) evolve according to

\[
\frac{d\hat{u}}{dt} = -\hat{w} - \frac{1}{Re}(l^2 + m^2)\hat{u}, \tag{43}
\]

\[
\frac{d\hat{w}}{dt} = -Ri\frac{m^2}{m^2 + l^2}\hat{\rho} - \frac{1}{Re}(l^2 + m^2)\hat{w}, \tag{44}
\]

\[
\dot{\hat{w}} = -\left(\frac{l}{m}\right)\hat{w}, \tag{45}
\]

\[
\frac{d\hat{\rho}}{dt} = \hat{w} - \frac{l}{Re}(l^2 + m^2)\hat{\rho}. \tag{46}
\]

Equations (43)–(46) admit the following oscillatory solutions in the inviscid limit:

\[
\hat{u} = \hat{\rho}(0)[1 - \cos(\omega t)] - \frac{\hat{\nu}(0)}{\omega} \sin(\omega t) + \hat{\nu}(0), \tag{47}
\]

\[
\hat{w} = \hat{\nu}(0) \cos(\omega t) - \omega\hat{\nu}(0) \sin(\omega t), \tag{48}
\]

\[
\dot{\hat{w}} = -(l/m)\hat{\nu}(0) \cos(\omega t) + (l/m)\omega\hat{\nu}(0) \sin(\omega t), \tag{49}
\]

\[
\dot{\hat{\nu}} = \hat{\nu}(0) \cos(\omega t) + \frac{\hat{\nu}(0)}{\omega} \sin(\omega t), \tag{50}
\]

where the frequency of oscillation of the perturbation fields is given by

\[
\omega = \left(\frac{Ri}{1 + l^2/m^2}\right)^{1/2}. \tag{51}
\]

The oscillation arises because of the restoring action of gravity in a stably stratified fluid. The period of the oscillatory motion is given by \(T = 2\pi/\omega = 2\pi(1 + l^2/m^2)^{1/2}/\sqrt{Ri}\) which as expected increases as the stratification is reduced. In the limit of zero stratification the period of oscillations becomes infinite and the perturbation fields grow linearly with time as in unstratified flow.

The perturbation energy is also periodic and it can be shown that it attains its first maximum at \(t_{\text{max}} = T/(2\pi)\) arctan[\(\hat{\nu}(0)/\hat{\nu}(0)\)]; that is, if initially \(\hat{\nu}(0) = 0\) the energy maximum occurs at half the period, but if initially \(\hat{\nu}(0) = 0\) the energy maximum occurs at \(T/4\). Similarly it can be seen from (47) that if we impose initially only a density perturbation, the zonal perturbation velocity will reach a maximum at half the periodic time, while if we impose only a vertical velocity perturbation the zonal velocity will reach a maximum at a time equal to a quarter of the periodic time. The reason for this difference stems from the fact that in the case of initial density perturbations the subsequent motion extends further in the vertical; that is, if initially we impose only a density initial perturbation the perturbation density vanishes at \(t = T/4\) but because the vertical velocity is nonzero at this instant the vertical motion continues and the zonal velocity increases further until the vertical velocity vanishes at \(t = T/2\) and the motion reverses. For a vertical velocity perturbation the vertical motion reverses at \(t = T/4\) limiting in this way the growth of the zonal perturbation velocity. The growth of zonal velocity in the two cases is shown in Fig. 4. This observation suggests that for roll perturbations the maximal energy growth at large times, \(T_{\text{opt}}\), is produced by perturbing only the density field. It is easy to determine that the maximum energy growth that can be thus achieved is

\[
E_{\text{max}} = 1 + \frac{4}{Ri}, \tag{52}
\]

which first occurs at \(t_{\text{max}} = T/2 = \pi[1 + l^2/m^2]/\sqrt{Ri}\). It is remarkable that the maximum attained energy growth is independent of the wavenumber. Only the time at which the maximum energy growth occurs is wavenumber dependent. From the expression of \(t_{\text{max}}\), we obtain that only if \(T_{\text{opt}} \geq \min_{l/m} [t_{\text{max}}(l/m)] = \pi/\sqrt{Ri}\) there will be pure initial density perturbations that produce the optimal energy growth at \(T_{\text{opt}}\). For shorter optimizing times the initial perturbation that produces maximum energy growth is purely a perturbation in the vertical velocity field.

We can validate the conclusions we have reached by calculating the optimal growth of roll perturbations as a function of the optimizing time \(T_{\text{opt}}\). For roll perturbations, there is no need to employ methods of generalized stability analysis (Farrell and Ioannou 1996); we can directly obtain the answer analytically by maximizing the energy at \(T_{\text{opt}}\) under the constraint that the

\footnote{For comparison we mention that for an initial vertical velocity perturbation the maximum energy growth is \(E = 1 + 1/Ri\), which first occurs at \(t_{\text{max}} = T/4\).}
The optimal perturbations have the same character as in the inviscid case. The optimal growth as a function of the optimizing time is shown in Fig. 6 for \( Re = 1000 \) (the Reynolds number has been based on the spanwise scale of the perturbations so that the nondimensional spanwise wavenumber is \( m = 1 \)).

4. Determination of the optimal perturbations

a. Method for determining the optimal perturbations

In order to determine the initial perturbation that leads to maximum energy growth over a specified time interval for a given \( (k, l, m) \) we cast the equation governing the perturbation dynamics in terms of the new variable \( \psi = M^{-1/2}\phi \), where \( \phi \) is the state vector \( (\hat{\xi}, \hat{\psi}, \hat{\rho})^T \) and \( M \) is the energy metric (28). With the new variables the perturbation energy is given by the Euclidean inner product: \( E = \psi^T \psi \), and the governing equations are transformed to

\[
\frac{d\psi}{dt} = D\psi, \tag{54}
\]

where the time-dependent matrix \( D(t) \) is given by

\[
D(t) = \left( \frac{dM^{1/2}}{dt} + M^{1/2}A \right)M^{-1/2}
\]

\[
\left\{ \begin{array}{c}
\frac{K(t)^2}{Re} & \frac{im}{K(t)} & 0 \\
0 & -\frac{K(t)^2 + k(l - m)}{K(t)^2} & \frac{\sqrt{Ri(k^2 + m^2)}}{K(t)} \\
0 & \frac{\sqrt{Ri(k^2 + m^2)}}{K(t)} & -\frac{K(t)^2}{Re}
\end{array} \right. \tag{55}
\]

The solution of (54) is given by \( \psi(t) = \Phi(t)\psi(0) \), where \( \psi(0) \) is the initial state and \( \Phi(t) \) is the finite time propagator.
\[ \Phi(t) = \lim_{N \to \infty} \prod_{\tau=0}^{N} e^{D(\tau)} \tau, \]

obtained by \( N \) advances of the system by the infinitesimal propagators \( e^{D(\tau)} \), where \( N \) and \( \tau \) satisfy the relation \( t = N\tau \).

We define the optimal perturbation as the initial perturbation of unit energy that leads to the largest energy growth in \( T_{opt} \). In order to maximize the perturbation energy at \( T_{opt} \), over unit energy initial perturbations with wavenumbers \((k, l, m)\), we must maximize the quadratic form

\[ \psi^*(T_{opt}) \psi(T_{opt}) = \psi_0^* \Phi^*(T_{opt}) \Phi(T_{opt}) \psi_0, \]

The optimal perturbation is \( \Phi_{opt} = M^{-1/2} \psi_{opt} \) where \( \psi_{opt} \) is the eigenfunction corresponding to the largest eigenvalue of \( \Phi^*(T_{opt}) \Phi(T_{opt}) \). Equivalently, singular value decomposition of \( \Phi(T_{opt}) = U \Sigma V^T \), where \( U \) and \( V \) are unitary matrices and \( \Sigma \) is a diagonal matrix ordered by magnitude of its diagonal elements [the singular values of \( \Phi(T_{opt}) \)], identifies immediately the optimal perturbation \( \psi_{opt} \) as the first column of \( V \). The square of the largest singular value is the optimal energy \( E_{opt}(T_{opt}) \), that is, the largest energy that can be obtained at \( T_{opt} \) by any initial plane wave perturbation of unit energy with wavenumbers \((k, l, m)\). The optimal energy at \( T_{opt} \) is equivalently given by the square of the \( L_2 \) norm of the propagator, that is, \( E_{opt}(T_{opt}) = \| \Phi(T_{opt}) \|^2 \) (Farrell 1988; Reddy and Henningson 1993; Farrell and Ioannou 1996).

Determination of the perturbation that grows the most in a specified interval \( T_{opt} \) requires further determination of the wavenumbers \((k, l, m)\) that maximize \( E_{opt}(T_{opt}) \). This optimal energy over all wavenumbers \( E_{opt}(T_{opt}) \) is obtained numerically by a descent algorithm that determines the \((k, l, m)\) that maximize \( E_{opt}(T_{opt}) \). These optimal perturbations identify the structures that are expected to dominate the perturbation dynamics and develop into the coherent structures of the stratified flow.

b. Optimal perturbations in a three-dimensional inviscid stratified flow

As discussed in the previous section the optimal energy growth at time \( t \) is found by maximizing over the wavenumbers \((k, l, m)\) the square of the largest singular value of \( \Phi(t) \). The optimal perturbation is obtained from the associated right singular vector of the propagator for the wavenumbers \((k, l, m)\) that produce the optimal growth. In inviscid flow, because there is no scale in the problem, the solutions depend only on the ratios \( il/k \) and \( ml/k \) and the wavenumber maximization proceeds by maximization over these two ratios.

In three-dimensional inviscid stratified flow, the optimal perturbations are found to be nearly two-dimensional with the ratio \( il/k \) close to the value of the optimizing time, that is, \( il/k = T_{opt} \). The corresponding values of \( ml/k \) for optimizing times greater than five advective time units, are less than one and tending to zero as the Richardson number increases; that is, for large Richardson numbers and long enough times the optimal perturbations in inviscid stratified flow tend to be configured close to the vertical plane. The optimal growth as a function of optimizing time is shown in Fig. 7 for \( R_i = 0.25 \). In the same graph the optimal growth of two-dimensional perturbations \((m = 0)\) and roll perturbations \((k = 0)\) are plotted for comparison. Clearly the roll solutions, which give maximal energy growth of \( 1 + 4/R_i \), are not expected to dominate the perturbation structure. The optimal energy growth \( E_{max} \) achieved at \( T_{opt} \) as a function of the optimal time \( T_{opt} \) for various Richardson numbers is shown in Fig. 8. It is observed that robust growth is found even for \( R_i = 1 \). For large Richardson numbers nonroll perturbations give growth that is approximately equal to the square root of the energy growth obtained in an unstratified flow in accordance with the results of Flc.

For small optimizing times the optimal perturbations concentrate their energy predominantly in the kinetic form. This is expected because the energy growth can result only through the transfer of energy from the mean to the perturbations mediated by the Reynolds stress \( \overline{uw} \) [cf. (31)]. So the greatest initial growth is associated with perturbations that concentrate their energy in the kinetic form. For larger optimizing times the optimal perturbations apportion approximately 35% of their energy in potential form so that the buoyancy flux may transform this energy into kinetic form at a later time.

c. Optimal perturbations in a three-dimensional viscous stably stratified flow

The presence of viscosity breaks the scale invariance of the solutions in infinite shear problems. If we choose
to measure the viscosity of the infinite shear flow by the Reynolds number we implicitly select a perturbation scale. Here the Reynolds number is prescribed for a given coefficient of viscosity on perturbations that have unit total horizontal wavenumber, that is, $k_x^2 + m^2 = 1$. Perturbations with larger horizontal scale will be interpreted as evolving in a flow with the correspondingly higher Reynolds number. In the limit $k_x^2 + m^2 \to 0$ we can thus capture the inviscid results. The arbitrariness of the Reynolds number disappears when a spatial scale is provided. This is the case in all the atmospheric flows in the PBL that have some prescribed length scale.

The presence of viscosity will alter the character of the inviscid optimal perturbations found in the previous section. We have already discussed that oblique perturbations decay with an $e$-folding time of the order of $t_{ob} = O[(3Re/k_x^2)^{1/3}]$ while roll perturbations have an $e$-folding time of the order of $t_e = O(Re)$. We thus expect that the optimal perturbations at optimizing times of the order of $O(Re)$ to be rolls; and for shorter optimizing times to be oblique perturbations that can take advantage of the rapid energy growth associated with the increase of the vertical velocity due to the Orr mechanism followed by the rapid increase in the zonal perturbation velocity.

The angle $\Theta = \tan^{-1}(m/k)$ subtended by the normal to the phase lines on the horizontal $(x, y)$ plane with the zonal direction measures the degree of obliqueness of the perturbations. The obliqueness is maximum for $\Theta = \pi/2$, then the phase lines are in the zonal direction and the perturbation has roll structure. The minimum obliqueness, $\Theta = 0$, corresponds to plane waves confined in the vertical plane and to two-dimensional perturbations ($m = 0$).

The increase of the angle of obliqueness of the optimal perturbations as a function of the optimizing time $T_{opt}$ for various Richardson numbers. The Reynolds number is 1000. The degree of obliqueness is measured by the angle $\Theta = \tan^{-1}(m/k)$, which measures the angle between normal and the phase lines of the plane wave and the zonal direction. When $\Theta = m/2$ the phase lines are aligned with the zonal direction and the perturbation has roll structure ($k = 0$). When $\Theta = 0$ the plane wave is confined in the vertical plane and we have two-dimensional perturbations ($m = 0$). Note that as the Richardson number increases the optimal perturbations get aligned more to the vertical plane. As the optimizing time increases the perturbations increasingly assume a roll type orientation.

The increase of the angle of obliqueness of the optimal perturbations for typical Richardson numbers are oblique perturbations. The flow is inviscid. The growth attained for high Richardson numbers is approximately equal to the square root of the growth attained in the unstratified case ($Ri = 0$).

**Fig. 8.** The optimal energy growth, $E_{max}$, as a function of optimizing time $T_{opt}$ for various Richardson numbers. The flow is inviscid. The growth attained for high Richardson numbers is approximately equal to the square root of the growth attained in the unstratified case ($Ri = 0$).

**Fig. 9.** The degree of obliqueness of the plane wave optimal perturbation as a function of the optimizing time $T_{opt}$ for various Richardson numbers. The Reynolds number is 1000. The degree of obliqueness is measured by the angle $\Theta = \tan^{-1}(m/k)$, which measures the angle between normal and the phase lines of the plane wave and the zonal direction. When $\Theta = m/2$ the phase lines are aligned with the zonal direction and the perturbation has roll structure ($k = 0$). When $\Theta = 0$ the plane wave is confined in the vertical plane and we have two-dimensional perturbations ($m = 0$). Note that as the Richardson number increases the optimal perturbations get aligned more to the vertical plane. As the optimizing time increases the perturbations increasingly assume a roll type orientation.
turbulence provides a timescale that intercepts the growth of the perturbations by disrupting their coherent motion.

This timescale is the eddy turnover time, $T_e$. In general we do not have a priori knowledge of the eddy turnover time and it has to be provided from observations. Typical of many situations is an eddy turnover time of the order of $O(10)$ advective time units. We choose the eddy turnover time to be 10 advective units in the examples to follow. In Fig. 11 we plot the optimal growth over 10 advective units as a function of the total horizontal wavenumber and the degree of obliqueness $\Theta$ (in degrees) for $Re = 1000$ and Richardson number $Ri = 0.25$. The corresponding contour plot for $Ri = 0.5$ is shown in Fig. 12. These contour plots can be given an alternative interpretation. In an unbounded flow because the Reynolds number is based on the total horizontal wavenumber, smaller total wavenumbers correspond to effectively larger Reynolds numbers, and the optimal growth contours can be also interpreted as contours in the plane of angles of obliqueness $\Theta$ and inverse Reynolds numbers. If the problem has a spatial scale (for example the depth of the PBL), then the contour plots must be interpreted as showing the growth as a function of the perturbation size (scaled by the spatial scale of the problem) for a given Reynolds number. In that case scales larger than the domain are affected by the presence of boundaries, and the analysis of the unbounded flow does not determine the growth of such perturbations.

Inspection of the two contour plots shows the independence of the growth maximum on the total horizontal wavenumber, a result anticipated from the scale invariance of the inviscid equations. The maximum growth occurs for $Ri = 0.25$ when the ratio of the streamwise to spanwise extent is $ml/k = 1$ giving an angle of obliqueness $\Theta = 45^\circ$. For $Ri = 0.5$ this ratio is reduced to $ml/k = 0.57$, that is, $\Theta = 30^\circ$, and as the Richardson number is increased further the perturbations are aligned completely on the vertical plane having $\Theta = 0$. For comparison we mention that in unstratified flow the corresponding ratio of streamwise to spanwise extent is $ml/k = 2$, corresponding to $\Theta = 60^\circ$, which is in agreement with experimental measurements of velocity correlations (cf. Farrell and Ioannou 1993a).

![Fig. 10. The optimal energy growth, $E_{\text{max}}$, as a function of optimizing time $T_{\text{opt}}$ for various Richardson numbers. For larger optimizing times the optimal perturbations assume a roll type structure.](image1)

![Fig. 11. Contour plot of the energy growth of optimal plane wave perturbations as a function of the streamwise and spanwise wave number for $T_{\text{opt}} = 10$ and $Re = 1000$ (the Reynolds number is based on a disturbance with $k^2 + m^2 = 1$) and Richardson number $Ri = 0.25$. The abscissa is and the ordinate is $Q = \tan^{-1}(m/k)$. Note that the maximal growth occurs for perturbations with $\Theta = 42^\circ$, for small wavenumbers viscosity does not affect the growth attained, and for larger wavenumbers viscosity affects least the structures neighboring the streamwise rolls ($\Theta = 90^\circ$).](image2)

![Fig. 12. Same as in Fig. 11 but for Richardson number $Ri = 0.5$. The maximal growth occurs for perturbations with $\Theta = 30^\circ$. The increased stratification has reduced the angle of obliqueness $\Theta$. For higher Richardson numbers the maximum occurs for lower values of $\Theta$; i.e., for $Ri = 0.75$, $\Theta = 8^\circ$, while for $Ri = 1$, $\Theta = 0^\circ$.](image3)
mizing time shows the growth attained by roll perturbations (Fig. 13) and for comparison the dashed line shows the growth attained by plane wave perturbations. Line 2 (solid) shows the growth attained by roll perturbations \( k = 0 \). Note that the energy attained by checkerboard initial perturbations is approximately half of the growth attained by plane wave optimal perturbations.

\[ \text{Fig. 13. The optimal energy growth, } E_{\text{opt}}, \text{ as a function of optimizing time } T_{\text{opt}} \text{ for checkerboard initial perturbations for } Ri = 0.25 \text{ and } Re = 1000. \text{ Line 1 (thick solid) shows the energy growth attained by three-dimensional perturbations of the Fourier amplitudes composing the checkerboard perturbation is approximately half that attained by the plane wave optimal perturbations.} \]

\[ \text{Fig. 14. As in Fig. 13 but for } Ri = 0.5. \]

\[ \text{initial condition } (58) \text{ is governed by the } 24 \times 24 \text{ dynamical operator } C(t): \]

\[ C(t) = \text{diag}(A_{klm}^+, A_{klm}^-, A_{klm}^{l^*, -}, A_{klm}^{l^*, +}, A_{klm}^{+, -}, A_{klm}^{+, +}), \]

where diag denotes the diagonal elements of a matrix and \( A_{klm} \) is the dynamical operator given in (23) that governs the evolution of a plane wave with wavenumbers \((k, l, m)\), and for brevity we denote \( k^* = -k \), etc.

In order to determine the optimal growth as a function of optimizing time \( T_{\text{opt}} \), we must first determine the optimal growth for each wavenumber \((k, l, m)\): \( E_{\text{opt}}(T_{\text{opt}}) \), and then maximize the optimal growths over all wavenumbers. The difficulty here is that the optimal growth for given wavenumber is not immediately determined by the norm of the propagator because the maximization is constrained by the assumption that the initial fields must be of the form (58). Because of the symmetries of the problem it can be shown (see the appendix) that it is enough to determine the optimal initial condition of the single Fourier component \( \phi_i(0) \) and the optimal perturbation is obtained in the manner described in the appendix from eigenanalysis of the matrix \( G \) given in (A21).

The optimal growth of checkerboard perturbations as a function of time are shown in Fig. 13 for Richardson number \( Ri = 0.25 \), in Fig. 14 for Richardson number \( Ri = 0.5 \), and in Fig. 15 for Richardson number \( Ri = 1 \). In all cases the Reynolds number was chosen to be \( Re = 1000 \). Note that the checkerboard optimal growth is approximately half of the growth attained by plane wave perturbations. The structures of the optimal perturbations are the same found earlier with the only difference that for larger optimizing times \( T_{\text{opt}} > 15 \) and moderate Richardson numbers the optimal perturbations assume the form of rolls. The global optimal is again

d. Spatially localized optimal perturbations

Up to now we have investigated the optimal growth produced by single plane wave perturbations. However, unlike the plane wave perturbations, which have infinite extent, perturbations are localized and we must investigate whether the results obtained for plane waves need modification if the initial perturbation field is spatially localized. We choose as the prototype of a localized perturbation the perturbation produced by perturbations of a single checkerboard in the form of

\[ \left[ \zeta, w, \rho \right] = \left[ \tilde{\zeta}_0, \tilde{w}_0, \tilde{\rho}_0 \right] \cos(kx) \cos(lz) \cos(my), \]

which can be expressed as a superposition of eight plane waves, that is,

\[ \Phi = \Phi_1 e^{ikx} + \Phi_2 e^{ikx} + \Phi_3 e^{ikx} + \Phi_4 e^{ikx} + \Phi_5 e^{ikx} + \Phi_6 e^{ikx} + \Phi_7 e^{ikx} + \Phi_8 e^{ikx}, \]

\[ \text{where } \Phi_i = [\tilde{\zeta}_i, \tilde{w}_i, \tilde{\rho}_i] \text{ are the state vectors of the amplitudes of a single Fourier component of the field variables } \zeta, w, \rho. \text{ Because of the form of the initial perturbation the initial Fourier amplitude of all components composing (59) must be equal to } \Phi_i(0) = [\zeta_0, \tilde{w}_0, \tilde{\rho}_0]/8 \text{ for all } i = 1, \ldots, 8. \]

The evolution of the amplitudes of each plane wave is governed by the evolution equation (23) and thus the cumulative evolution of the state vector \( \Phi(0) = [\phi_1, \phi_2, \phi_3, \phi_4, \phi_5, \phi_6, \phi_7, \phi_8]^T \), where \( \Phi_i = [\tilde{\zeta}_i, \tilde{w}_i, \tilde{\rho}_i]^T \), of the Fourier amplitudes composing the checkerboard

\[ \text{governs the evolution of a plane wave with wavenumber } \left( k, l, m \right) \text{ as } \Phi(t) = A^t \Phi(0), \text{ and for brevity we denote } k^* = -k, \text{ etc.} \]
achieved for a time of the order of 10 advective time units, which suggests that the perturbation structure will be dominated by oblique waves, as was found previously.

5. Conclusions

Disturbances in unstratified turbulent boundary layers are primarily three-dimensional coherent structures that arise from a combination of two growth processes: the two-dimensional Orr mechanism, which amplifies the vertical velocity, manifested as updrafts or downdrafts; and the three-dimensional roll mechanism, which in the presence of vertical velocity induce zonal velocity perturbations, manifested as streaks, that is, regions of zonal velocity maxima and minima. The relative contribution of these mechanisms in the perturbation growth is measured by the obliqueness angle, \( \Theta \), that is, the angle the phase lines of the perturbation structure make with the spanwise direction. If the streaks are very long, having a very small zonal, \( k_z \) wavenumber the perturbations are rolls and the angle of obliqueness is \( \Theta \approx 90^\circ \). This is the perturbation structure found in high-shear regions in turbulent flow, adjacent to the boundaries, where the motions are coherent over a long time. As one moves away from the boundaries, the coherence time is reduced, and the coherent structures are streaky structures aligned with the flow, with dominant zonal and spanwise wavenumbers \( m \) and \( k_z \) having a ratio of \( m/k_z \approx 2 \), giving an obliqueness angle of \( \Theta \approx 60^\circ \). These structures are called hairpin vortices or double roller eddies. These structures arise naturally as the optimal perturbations in the flow, when the optimization is over the coherence time of the flow, and because of the universality of the mechanism producing them, these coherent structures possess universal structure that does not depend on details of the shear flow. Consequently, coherent structures in shear turbulence can be studied by generalized stability analysis of perturbations in unbounded constant shear flow, which can proceed concisely because of the existence of simple analytic solutions.

In this paper we investigate optimally growing structures in the stably stratified boundary layer as found in the atmosphere or the ocean. The study has identified the perturbation structures that arise in the presence of stratification and determined the effect of stratification on the emerging coherent structures. The energy of the roll structures was found to be limited by stratification to \( E = O(1/R_i) \), where \( R_i \) is the Richardson number. Roll structures with their elongated streak velocity signature are thus expected to emerge in nearly neutrally stratified boundary layers near the surface where the coherence of the motion is long. Remarkably, the global energy optimum is obtained in stratified flow for optimizing times of the order of 10 advective time units. These global optimal perturbations are expected to dominate the flow and are identified by a characteristic spacing of the streaky structures in the horizontal plane. For \( R_i = 0.25 \) the perturbations are spaced so that the ratio \( m/k_z \approx 1 \) while for \( R_i = 0.5 \) the ratio becomes \( m/k_z \approx 0.57 \). These perturbations rapidly develop velocity streaks aligned with the mean flow preceded by bursts of updrafts and downdrafts that are limited to the vicinity of the boundary.

It was found that even at high stratifications, that is, \( R_i = O(1) \), optimal perturbations produce robust growth. This is consistent with observations of occurrence of turbulence in the atmosphere when \( R_i < 1 \), with increasing frequency of occurrence for smaller \( R_i \) (Woods 1969).

In the study of the development of two-dimensional perturbations in shear flow it was found that for Richardson numbers less than approximately 0.8, initial perturbations that possess 1% of the mean energy density will rapidly develop locally negative stratification and collapse. This suggests that transient development in shear flow at low \( R_i \) will rapidly develop local regions of convectively generated turbulence that can enhance vertical diffusion in the stratified atmosphere and ocean. This can be an important mechanism for inducing diffusion in stratified fluids. Three-dimensional perturbations were also found to produce local regions of negative stratification, although these regions develop more readily only at small stratifications.
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APPENDIX

Optimization of Checkerboard Initial Conditions

We first utilize the symmetries of the evolution operator and reduce the state space dimensionality from 24 to 12.
Note that $\phi_t = \phi$, for all times since both have the same initial conditions and are governed by the same evolution operators. Similarly for all times,

$$\phi_t = \phi_2 = \phi_3 = \phi_4^a. \quad (A1)$$

Therefore in order to describe the evolution of the checkerboard initial conditions we need only determine the evolution of

$$\Phi = [\phi_1, \phi_2, \phi_3, \phi_4]^T. \quad (A2)$$

It can be shown that in the reduced set of variables the perturbation energy is given by

$$E = \sum_{n=1}^{N} \left[ \frac{1}{2 (m^2 + k^2)} \xi_n^2 + \frac{R_i}{4} \dot{\xi}_i^2 \right] + \frac{k^2 + m^2 + (l - k)^2}{2 (m^2 + k^2)} (\dot{\xi}_1^2 + \dot{\xi}_2^2) + \frac{k^2 + m^2 + (l + k)^2}{4 (m^2 + k^2)} (\dot{\xi}_3^2 + \dot{\xi}_4^2), \quad (A3)$$

which can be written as $E = \phi^T M \phi$, where $\phi$ is the reduced state vector (A2) and $M$ the positive definite symmetric matrix:

$$M = \text{diag}(M_{klm}, M_{klm}, M_{klm}, M_{klm}). \quad (A4)$$

where $M_{klm}$ is the energy metric matrix for a plane wave with wavenumbers ($k, l, m$), which is defined in (28).

Again we denote $k^- = -k$, etc.

We define now the generalized velocity variable $\pi = M^{1/2} \Phi$. In this variable the perturbation energy is given by the Euclidean inner product, $E = \pi^T D_c \pi$, and the evolution equation becomes

$$\frac{d\pi}{dt} = \left( \frac{dM^{1/2}}{dt} + M^{1/2} C \right) \pi = D_c \pi. \quad (A5)$$

The evolution matrix $D_c(t)$ is easily shown to be

$$D_c(t) = \text{diag}(D_{klm}, D_{klm}, D_{klm}, D_{klm}). \quad (A6)$$

where $D_{klm}(t)$ is the operator governing the evolution of the single plane wave ($k, l, m$) given in (5). Then the generalized velocity at time $t$ is $\pi(t) = \Phi_c(t) \pi(0)$, where $\pi(0)$ is the initial state and $\Phi_c(t)$ is the finite time propagator:

$$\Phi_c(t) = \lim_{\tau \to 0} \prod_{n=1}^{N} e^{D_{klm} \tau}, \quad (A7)$$

and $t = N \tau$.

The energy growth at time $t$ is given by

$$\left[ \frac{\pi(t)}{\pi(t)} \right] \left( \frac{\pi(t)}{\pi(t)} \right) = \left( \frac{\Phi_c \pi, \Phi_c \pi}{\pi, \pi} \right) = \left( \frac{\pi, \Phi_c \pi}{\pi, \pi} \right), \quad (A8)$$

where $\pi(t)$ is the state vector at time $t$:

$$\pi(t) = [\psi_1, \psi_2, \psi_3, \psi_4]^T = M^{1/2} [\phi_1, \phi_2, \phi_3, \phi_4]^T, \quad (A9)$$

with 12 elements (3 for each $\phi$) and $\pi = \pi(0)$.

In order to maximize the energy growth we should maximize

$$\left( \frac{\pi, \Psi \pi}{\pi, \pi} \right), \quad (A10)$$

where $\Psi = \Phi_c \Phi_c$, under the constraint $\phi_1(0) = \phi_2(0) = \phi_3(0) = \phi_4(0)$ in order that the initial perturbation is of the checkerboard form (58), which translates into the following restrictions on the components of $\pi$:

$$\pi_{v} = \pi_{v+3k}, \quad v, k = 1, 2, 3. \quad (A11)$$

This means that we need only to specify only the first 3 components $[\pi_1, \pi_2, \pi_3]$ out of the 12 components of $\pi$.

We maximize the energy growth (A10) with constraints (A11) by maximizing $f$:

$$f = \sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i \pi_j + \sum_{k=1}^{3} \sum_{v=1}^{N} \mu_{vk} (\pi_v - \pi_{v+3k}) + \sum_{k=1}^{3} \sum_{v=1}^{N} \lambda_{vk} (\pi_v^* - \pi_{v+3k}^*), \quad (A12)$$

with respect to the 12 variables $\pi_v$, and the 18 Lagrangian multipliers $\lambda_{vk}$ and $\mu_{vk}$ ($i, j = 1, 2, 3$). Maximization with respect to $\pi_v^*$ implies

$$\sum_{i=1}^{12} \pi_i^* \sum_{v=1}^{N} \lambda_{vk} (\delta_{\pi_v} - \delta_{\pi_{v+3k}}) = 0. \quad (A13)$$

A similar expression is obtained by maximizing with respect to $\pi_v$. Equivalently, (A13) can be broken into the following three conditions to be satisfied for $v = 1, 2, 3$:

$$\sum_{i=1}^{12} \Psi_{ij} \pi_i - \sum_{i=1}^{12} \sum_{v=1}^{N} \psi_{ij} \pi_i \pi_v + \sum_{i=1}^{12} \pi_i \pi_v \sum_{k=1}^{3} \lambda_{vk} (\delta_{\pi_v} - \delta_{\pi_{v+3k}}) = 0, \quad (A14)$$

and the following nine conditions to be satisfied for $v, k = 1, 2, 3$:
\[
\sum_{j=1}^{12} \Psi_{r+3k,j} \pi_j = \frac{\sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j}{\sum_{i=1}^{12} \pi_i \pi_i^*} \pi_{r+3k} + \lambda_{ak} \sum_{i=1}^{12} \pi_i \pi_i^*
\]

\[
= 0.
\]  

(A15)

Imposing (A11) we can solve (A15) for the Langrangian multipliers \( \lambda_{ak} \):

\[
\lambda_{ak} = \frac{1}{\sum_{i=1}^{12} \pi_i \pi_i^*} \left( \sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j \right) - \frac{\sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j}{\sum_{i=1}^{12} \pi_i \pi_i^*} \pi_{r+3k},
\]

(A16)

Substituting \( \lambda_{ak} \) in (A14) we obtain

\[
\sum_{j=1}^{12} \Psi_{r+3k,j} \pi_j = \sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j - \sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j - \sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j \pi_{r+3k}
\]

\[
+ \sum_{k=1}^{3} \sum_{j=1}^{12} \Psi_{r+3k,j} \pi_j - \frac{\sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j}{\sum_{i=1}^{12} \pi_i \pi_i^*} \pi_{r+3k}
\]

\[
= 0,
\]

(A17)

which can be reduced to

\[
\sum_{j=1}^{12} T_{r+3k,j} \pi_j = \frac{\sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_j}{\sum_{i=1}^{12} \pi_i \pi_i^*} \pi_{r+3k},
\]

(A18)

where the \( 3 \times 12 \) matrix \( T \) is given by

\[
T_{r+3k,j} = \frac{1}{4} \sum_{k=1}^{3} \left( \frac{1}{3} \Psi_{r+3k,j} + \Psi_{r+3k,j} \right).
\]

(A19)

Because of the constraint (A11) we can also write the lhs of (A18) as

\[
\sum_{j=1}^{12} T_{r+3k,j} \pi_j = 3 \sum_{j=0}^{3} T_{r+3k} \pi_{r+3k} = \sum_{j=0}^{3} \left( \sum_{z=0}^{3} T_{r+3k} \pi_{r+3k} \right) \pi_{r+3k}
\]

\[
= 3 \sum_{r=1}^{3} G_{rr} \pi_r,
\]

(A20)

where the \( 3 \times 3 \) matrix \( G \) is defined as

\[
G_{rr} = \sum_{z=0}^{3} T_{r+3k},
\]

(A21)

The maximization condition (A18) is therefore

\[
\sum_{r=1}^{3} G_{rr} \pi_r = \sum_{r=1}^{3} \sum_{i=1}^{12} \sum_{j=1}^{12} \Psi_{ij} \pi_i^* \pi_{r+3k} + \lambda_{kk} \sum_{i=1}^{12} \pi_i \pi_i^*.
\]

(A22)

for \( r = 1, 2, 3 \). The maximum growth is given by the maximum eigenvalue \( \lambda_{\text{max}} \) of \( G \) and the optimal perturbation is obtained from the corresponding eigenvector and use of the constraint (A11).
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